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DESIGN AND IMPLEMENTATION OF AN INTELLIGENT SEARCH SYSTEM
BASED ON NEURAL NETWORKS

Vitalii Bozhovskiy ©, Halyna Klym ©©©*
Lviv Polytechnic National University,
12 Stepan Bandera St., Lviv 79013, Ukraine

Bozhovskiy, V., Klym, H. (2025). Design and implementation of an intelligent search system based
on neural networks. Electronics and Information Technologies, 30, 5-14.
https://doi.org/10.30970/eli.30.1

ABSTRACT

Background. In the digital information era, the ability to retrieve relevant data quickly
and accurately is increasingly critical. Traditional search engines such as Google or Bing
rely on keyword matching, which can fail in cases of vague queries, multilingual content, or
media-based searches. The rapid development of neural networks and Al technologies
introduces new opportunities to enhance search systems by understanding context,
semantics, and user behaviour. This study aims to develop a search system based on
ElasticSearch, integrating multiple neural network modules to improve search precision,
personalisation, and flexibility.

Methods. The proposed system includes four main components: ElasticSearch for full-
text indexing, a convolutional neural network for image recognition, a graph-based semantic
model for query expansion, and a ranking model based on historical user interactions. The
backend is developed in Python using Visual Studio, with modular Al components that can
be activated or disabled by the user. The semantic model represents terms as graph nodes
and semantic proximity as weighted edges, enabling dynamic context-driven query
refinement. Additional features include synonym detection, citation filtering, and user-
specific ranking.

Results and Discussion. Two key experiments were performed. The first examined
system performance by testing search speed across database sizes ranging from 100 to
100,000 records. It was found that even with all neural modules enabled, latency remained
minimal, confirming system scalability. The second experiment assessed the impact of
training data on the quality of the semantic model. A model trained on low-quality, Al-
generated data resulted in incoherent word associations and poor query expansion. In
contrast, a model built on human-curated texts produced clear, logical semantic links and
significantly improved search relevance. The image search function demonstrated the
system’s ability to identify relevant visual content based on vague or partial user input, while
the context expansion model enhanced result diversity and accuracy even with incomplete
or ambiguous queries.

Conclusion. This work presents a hybrid search engine that effectively integrates
traditional indexing with Al-powered features. The system offers robust text and image
search capabilities, intelligent semantic understanding, and personalised ranking.
Experiments confirmed its efficiency, relevance, and adaptability across varying data
conditions and resource levels. With modular architecture and advanced context handling,
the system addresses limitations of conventional search engines and sets a strong
foundation for future development in intelligent information retrieval.

Keywords: Search system, search accuracy, neural networks, ElasticSearch.
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INTRODUCTION

Searching for information has become an essential part of modern life. Every day,
users unknowingly interact with search engines, whether by searching for documentation
on Google when writing code, browsing photos through social media tags, or retrieving
emails by keywords [1,2]. With the rapid advancement of artificial intelligence (Al), systems
like ChatGPT and Bard [3,4] have emerged, further changing the way we search and
interact with information. These Al-based platforms do not simply return search results but
engage in semantic understanding, enhancing user experience.

Search engines, while designed with the same overarching goal of retrieving relevant
information, differ significantly in their functionality and design. For example, Google helps
users find websites, Google Maps helps users navigate to physical locations, and social
media search engines focus on locating individuals or tagged content [5]. These differences
dictate distinct algorithmic approaches and design choices for each system. Unlike
traditional search engines, modern Al systems treat queries as questions posed to a
human, offering responses that reflect deeper semantic understanding [6].

Traditional search engines often rely on exact word matches, but this approach is
highly impractical in real-world scenarios. For example, users may make spelling errors,
use synonyms, or express intent imprecisely, leading to poor results when exact matching
is applied. To address this, full-text search engines, such as ElasticSearch, incorporate
context, enabling systems to account for minor errors or alternative word choices and
improve accuracy. This method improves the search process but still faces challenges
when dealing with ambiguous or incomplete queries [7]. Furthermore, global search
engines must account for variations in user backgrounds, such as language or cultural
expectations, which may influence the results even for the same query [8].

Another pressing challenge is scalability, as information continues to grow
exponentially. Search engines must be able to process massive volumes of data without
sacrificing speed or accuracy. For this, advanced neural network models, such as
convolutional neural networks (CNNs) for image recognition or recurrent neural networks
(RNNs) for semantic understanding, are increasingly employed. These models must work
efficiently with large datasets, enabling real-time processing of user queries, all while
maintaining a high level of personalisation and relevance [9,10].

Additionally, users increasingly expect personalised results, meaning that search
systems must not only retrieve relevant content but also learn and adapt to individual
preferences over time. This involves integrating data from user interactions and feedback
to refine ranking algorithms and query results. While such personalisation has greatly
improved search performance, it also raises privacy concerns, which need to be addressed
through proper data protection and ethical design [11,12].

Despite these advances, the development of effective search engines remains
complex, as these systems must contend with linguistic diversity, multimedia content,
varying user expectations, and large-scale data processing. As the demands on search
engines continue to evolve, there is a pressing need for systems that can intelligently
process and retrieve information while adapting to the needs of individual users [13,14].

The goal of this study is to conduct an in-depth analysis of existing search systems,
identifying the tools, techniques, and neural technologies they use. Through this analysis, we
aim to identify key challenges and solutions, as well as design and implement a custom
search engine tailored for a social network project. Our system will incorporate full-text search
capabilities, neural modules for semantic expansion, image-based retrieval, and
personalised ranking. The system’s performance, scalability, and user experience will then
be evaluated through experimental testing to identify improvements over existing methods
[15].

6 Electronics and Information Technologies ¢ 2025 < Issue 30
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METHODS

Designing a search system. In this study, we present a search system that goes
beyond the functionality of a traditional search engine by incorporating advanced neural
network technologies. The system is designed to provide a more dynamic and user-centric
experience by integrating several key components: the search engine itself, a multi-level
graph neural network, an image analysis neural network, and a neural network responsible
for ranking results based on user behaviour. This section describes the design of the
system, emphasizing the interaction between these components and their role in optimising
the search process.

Search Engine component is responsible for retrieving results from the database
based on user queries. A multi-level graph neural network that processes user queries,
refines and expands them by considering the semantic relationships between terms in the
query. An image analysis neural network is designed to analyse and interpret images,
extracting relevant information that is subsequently stored in the database for future
searches. Ranking neural network trained on historical user data that ranks search results
based on past interactions and user preferences. These components work in tandem to
enhance the accuracy and relevance of search results. The flow of information between
these subsystems, as well as the user's role in the interaction, is illustrated in Fig. 1.

The user interacts with the system in a series of steps that involve multiple stages of
data processing and refinement. Initially, the user creates a post that may contain text,
images, or both. If an image is included, the image analysis neural network is triggered to
analyse the content of the image, extracting relevant features and storing them in the
system's database. It is important to note that at this stage, the image analysis neural
network operates independently of the search engine, performing its task of data extraction.

Once the data is stored, the system is ready to process subsequent user queries. If
the query is image-based, it is directly sent to the search engine, which searches the
database and returns relevant image results to the user. In the case of a text-based query,
the process is more complex. The query is first passed to the multi-level graph neural
network, which analyses and refines the query to improve its semantic accuracy. Rather

User

l — l

Request by
text

Creating a post Image request

r
Checking the .

availability of
the image

+

Neural network
image analysis

l

Neural
network text
analysis

l—/

Saving the
post in the
database

Ranking of results
by neural network

Adding context
with a neural
network

¥

Search engine

Show results
to the user

k.

Database

Fig. 1. The process of user interaction with the system.
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than simply transmitting the modified query, this neural network actively interacts with the
query to ensure it is more precise, helping the search engine to retrieve more relevant
results.

Once the search engine returns the results, the ranking neural network takes over. It
evaluates the results based on historical data, ranking them according to the user's past
behaviour and preferences. The ranked results are then presented to the user. This
approach allows the system to provide results that are not only accurate but also
personalised, based on the individual user's search history and interests.

A key advantage of our system is its flexibility, allowing users to control the extent to
which neural networks are involved in the search process. At any point in the system where
neural networks are used, users have the option to disable them. This feature ensures that
users can choose a more traditional, non-Al-driven search experience if they prefer. In
some cases, users may find that the neural networks' refinement of queries and ranking of
results do not align with their expectations, and the ability to turn these features off provides
a tailored experience. This level of customisation is a significant advantage over other
search systems, which often offer limited control over the search process.

Fusion of information for a multisensory system. The next phase of development
for our search system involves the implementation of a neural network model designed to
enhance the user's search query. The primary task of this model is to expand the query by
utilising a range of techniques aimed at improving the accuracy and breadth of search
results. The expansion process follows a systematic approach. The neural network begins
by analysing the user's original query. If the initial query results in very few matches or
limited synonyms, the model attempts to generate and integrate synonyms to improve the
query's reach. Based on the newly generated words or phrases, the model expands the
query and sends it to the search engine for further refinement and result retrieval. If the
model identifies corresponding words or synonyms within the system, it ensures that
relevant results are returned to the user.

This process works seamlessly when the user does not manually alter the query. For
example, in a query like "ignorant [girl]," the neural network identifies the word "girl" within
brackets and uses it as a cue for modification. The system then searches for syntactically
close words to refine the query further. This enables the model to send new queries to the
search engine until it produces the most accurate and relevant results, if possible.

The core of this neural network is based on representing words as vectors within a
multi-dimensional space, where semantically similar words are closer to each other. This
is achieved by considering the words as nodes within a graph, where edges connect
semantically related words, and each edge is assigned a numerical value that quantifies
the proximity of those words in the semantic space. By leveraging these connections, the
model can generate expanded search queries with a higher likelihood of returning accurate
and relevant results. Fig. 2 illustrates how the neural network operates.

These modifications enhance the model’s ability to find more relevant results by broade-
ning the scope of the original search while maintaining the semantic integrity of the query.

To provide users with more control over the search process, we offer the option to
disable the neural network model. By using the “-nomodel” modifier, users can opt out of
the query expansion process and return to a more traditional search experience. This
feature is valuable for users who may prefer a simpler search approach or believe that the
neural network's modifications might not always align with their specific needs.

RESULTS AND DISCUSSION

Impact of Data Quality on Model Performance. During the development of the
search system, a custom neural network was created and trained to enhance query
interpretation and improve search precision. One of the most critical factors influencing the
effectiveness of such a model is the quality of the training data. The performance of neural
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is presented by the user and the query after modification (b), where the neural network has expanded
and refined the original request by adding semantically related terms and synonyms.
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networks, particularly in natural language processing tasks, is heavily dependent not only
on the quantity but more importantly on the relevance and coherence of the data. Leading
organisations in the field, such as OpenAl, emphasise the importance of high-quality user-
generated content for training large-scale language models.

To empirically assess the role of data quality, an experiment was conducted involving
the training of two distinct models using datasets of varying quality. The first model was
trained on a large dataset consisting of randomly selected, low-quality texts, many of which
were generated by other neural networks. Although the dataset comprised several
thousand samples, the training process yielded suboptimal results. The semantic graph
produced by this model, presented in Fig. 3a, reveals a high degree of disorder. Most nodes
(words) are connected with high-weight edges, indicating an artificial and misleading
semantic proximity between unrelated terms. This lack of structural coherence renders the
model ineffective for search-related tasks, as it fails to capture meaningful linguistic
relationships.

In contrast, the second model was trained on a smaller but carefully curated corpus of
texts authored by real users. Despite the inherent variability in user-generated content, the
selection process prioritised syntactic clarity, topical relevance, and contextual consistency.
The resulting semantic graph (Fig. 3b) displays a logical and interpretable network of word
associations. Connections between terms are no longer arbitrary, reflecting a semantically
sound structure suitable for query expansion and refinement in the search process.

This experiment demonstrates that data quality significantly outweighs quantity when
training models for semantic tasks. Excessive data without proper filtering may introduce
noise, reduce model robustness, and impair downstream performance. Furthermore, these
findings help explain why generative neural networks often struggle to improve through
self-generated content, which lacks the depth and structure of well-formed human
language. Accordingly, the developed search system integrates the second model, as it
provides a stable semantic foundation aligned with real user needs and expectations.

System Quality and Performance Testing. To evaluate the efficiency and scalability
of the developed search system, a performance testing experiment was conducted under
controlled conditions. Before testing, a utility was implemented to populate the database
with synthetic entries, and computational resources were intentionally constrained to
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Fig. 3. Graph structure derived from low-quality (a) and high-quality (b) training data.

simulate realistic usage conditions. The objective was to assess the system’s response
time when processing search queries across varying dataset sizes.

Four distinct dataset sizes were selected for the experiment: 100, 1,000, 10,000, and
100,000 records. These quantities were deemed sufficient to demonstrate performance
trends, especially under resource-limited conditions. Three types of search operations were
tested: a standard text query, a query involving image analysis and a query processed
through all integrated neural networks. The execution times for each scenario were
recorded and visualised in the resulting performance graph (Fig. 4).

As illustrated in Fig. 4, standard queries consistently demonstrated the fastest
response times. The most noticeable change in latency occurs between the dataset sizes
of 1,000 and 10,000 records. Beyond this point, performance degradation becomes more
gradual. Although queries involving image analysis and neural network processing
introduce some additional delays, the increase in execution time remains within acceptable
margins, amounting to only a few milliseconds per additional increment of records.

In addition to efficiency, the quality of search results was also tested and analysed.
Used a benchmark set of 50 representative queries. These queries were executed in all
three search modes, and standard information retrieval metrics were computed to assess
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rankings quality: Mean Reciprocal Rank (MRR) and Normalised Discounted Cumulative
Gain at rank 10 (NDCG@10). The results are presented in Table 1.

As represented in Table 1, the neural search significantly increased quality
performance compared to common search across metrics, which indicates improving
relevance and ranking of search results. As a result, this test shows that neural search
improves the user experience with the search engine.

These results suggest that while the inclusion of neural networks marginally affects
search latency, it does not significantly hinder user experience. The search engine remains
responsive and efficient, even as the volume of data increases. This outcome indicates that
the system architecture and neural integration are sufficiently optimised to handle large-
scale queries without compromising performance.

Table 1. Quality metrics representation.

Metric Common search Image Search Neural Search
MRR 0.55 0.6 0.76
NDCG@10 0.53 0.58 0.74
CONCLUSION

As a result of the research conducted, an intelligent search system was developed
based on modern technologies for information processing and analysis, in particular,
artificial neural networks. At the initial stage, a comprehensive analysis of the search engine
market was carried out, which revealed the main shortcomings of existing solutions. Special
attention was paid to persistent issues that remain unresolved by current systems, which
substantiated the need to create a new tool capable of addressing these challenges.

During the research, the key aspects that should be considered when developing a
custom solution were identified. A suitable technological framework was selected, enabling
the implementation of a search system with extended functionality. A central feature of the
system is the integration of a proprietary neural network that refines user queries and
improves result relevance. Additionally, the system provides the ability to activate or
deactivate individual modules, ensuring adaptability to diverse user needs.
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Upon completion of the development phase, a series of experiments was conducted
to evaluate the performance and effectiveness of the system. Testing included measuring
technical performance, analysing the impact of data quality and volume on model structure,
and assessing the contribution of neural networks to query refinement. The results showed
that high-quality and semantically rich data lead to logical and useful relationships within
the model, while large volumes of low-quality data result in chaotic and less effective
knowledge structures. It was also demonstrated that neural networks significantly enhance
search relevance while only minimally affecting request processing speed, indicating a high
degree of system optimisation.

So, a competitive search engine has been created that addresses both current and
longstanding problems in the field. It introduces innovative solutions, demonstrates high
operational efficiency, and holds considerable potential for future commercialisation and
scalability.
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MPOEKTYBAHHSA TA PEANI3ALIA IHTENEKTYANBbHOI NOLWYKOBOI
CUCTEMW HA OCHOBI HEMPOHHUX MEPEX

Bimanit Boxoecbkuti @, MNanuna Knum ©O*
HauioHanbHul yHisepcumem «JIbgigcbKa ronimexHika,
8yrn. CmenaHa baHdepu 12, m. Jlbeie, 79013 YkpaiHa

AHOTALIA

Beryn. Y uudpoBy enoxy iHdopmauii 34aTHICTb LBMAKO Ta TOYHO 3HaAXOAMTH
peneBaHTHI AaHi cTae aepani Baxnueiwoto. TpaauuinHi nowykoBi cuctemu, Taki sk Google
abo Bing, 6a3ytoTbCcs Ha CniBCTaBMEHHI KIMHOYOBMX CriB, O MOXe OyTU HeedEeKTUBHUM Y
BUMaAKax He4iTkMx 3anuTiB, 6araToMOBHOro KOHTEHTy abo nowyky 3a MepiagaHvMu.
LLIBnakuiA po3BMTOK HEVMPOHHUX MEPEX Ta TEXHOJOTIN LTYYHOrO iHTENEKTY BiOKPUBAE HOBI
MOXIMBOCTI ANS BAOCKOHANEHHS MOLIYKOBMX CUCTEM LUMSAXOM PO3YMIHHS KOHTEKCTY,
CEeMaHTUKM Ta MOBEAiHKM KopucTyBadiB. Lle gocnigXeHHs cnpsimoBaHe Ha poO3po6neHHs
nowykoBoi cuctemn Ha 6asi ElasticSearch 3 iHTerpauieto kinbkox mMogynie HEWPOHHUX
Mepex ANng NiABULLIEHHSA TOYHOCTI NOLUYKY, NepcoHanisauii Ta rHy4YKoCTi.

MeTtoan. 3anponoHoBaHa cucTemMa BKMNIOYAE YOTMPU  OCHOBHI  KOMMOHEHTU:
ElasticSearch ansi NOBHOTEKCTOBOro iHAEKCYBaHHS, 3ropTKOBY HEWPOHHY Mepexy Ans
po3ni3HaBaHHA 300pa)eHb, CeMaHTU4Hy MOAerNb Ha OCHOBI rpadiB AnNs pPO3LUMPEHHS
3anuTiB i Mogenb paHXyBaHHsA, nNobynoBaHy Ha OCHOBI iCTOpii B3aemogfii kopucTyBaya.
CepBepHa 4acTuHa peanisoBaHa Ha MoBi Python 3 BukopucTaHHsaM cepegoBuwia Visual
Studio, a Mogyni WTY4YHOro iHTENEKTY MalTb MOAYIbHY CTPYKTYPY A MOXYTb OyTW YBIMKHEHI
ab0 BMMKHeHI kopucTyBayeM. CemaHTUYHa Mogernb NpeacTaBrse TePMiHW y BUMMAAi By3niB
rpada, a ceMaHTUYHy 6nmn3sbKiCTb — Yy BUIMAgi 3BaxeHnx pebep, Wo A03BoMse AUHAMIYHO
YTOYHIOBATY 3anNnTK 3 ypaxyBaHHAM KOHTEKCTY. [loaaTkoBi pyHKUii BKMOYaOTb BUSIBNEHHA
CUHOHIMIB, inNbTpaLilo 3a LMTOBAHICTIO Ta NepcoHanisoBaHe paHXyBaHHsS pe3ynbTaTiB.

EnekTtpoHika Ta iHpopmauinHi TexHonorii « 2025 « Bunyck 30 13


https://doi.org/10.1007/978-981-15-3383-9_54
https://doi.org/10.1609/aaai.v34i07.6693
https://doi.org/10.1155/2023/1727285
https://doi.org/10.1016/j.engappai.2024.108915
https://doi.org/10.1115/1.4037649
https://doi.org/10.2174/2210327911666210121161142
https://doi.org/10.1109/TAI.2022.3207982

Vitalii Bozhovskyi & Halyna Klym

PesynbTtatn. Byno npoBefeHo ABa KnNiO4oBi ekcnepuMmeHTW. lMepwwnin gocnigxysas
NPOOYKTUBHICTE CUCTEMM LUMSAXOM BUMIPIOBAHHS LUBWAKOCTI MOLUYKY MpwW po3mipi 6a3n
Aanux Big 100 go 100 000 3anucis. Pe3ynbTaTn nokasanu, Lo HaBiTb 3a YBIMKHEHHS BCiX
HEpOHHMX  MOAyMiB  3aTpuMKa 3anuwianacs  MiHiManbHOW, WO  NiATBEpAXYyeE
macliTaboBaHiCTb cucTemMn. [Ipyrni ekcneprMeHT OLiHIOBaB BMNVB HaBYaNbHUX AAHUX Ha
SKICTb CeMaHTM4HOI mogeni. Mogenb, HaBuYeHa Ha HEeSAKICHUX TeKCTax, 3reHepoBaHUX
WTYYHUM iHTENEKTOM, MPOAEMOHCTpYBarna XaoTWYHi 3B'A3KM MK CNoBaMu Ta HU3bKY
e(eKTMBHICTb Yy pPO3LUMPEHHI 3anuTiB. HatomicTb Mogenb, nobygoBaHa Ha TekcTax,
BiOibpaHnx noguHol, dopmyBana uiTKi MOriYHi  CEMaHTUYHI 3B'A3KM Ta CyTTEBO
nigBulLlyBana peneBaHTHICTb pe3ynbTaTiB Mnowyky. PyHKLiS nowyKy 3a 300paxeHHAM
3acsigynna 34aTHICTb CUCTEMU 3HAXOAUTU peneBaHTHUW BidyanbHUW KOHTEHT HaBiTb 3a
HeyiTkKuMn abo 4YacTKOBUMU 3anMTamu KOpUCTyBaya, a MOAENb KOHTEKCTHOMO PO3LUMPEHHSI
3abesneyyBana pi3HOMAHITHICTL | TOYHICTbL pe3ynbTaTiB HaBiTb 33 HEMNOBHUX Yu
HEeOAHO3HAYHNX 3anuTIB.

BucHoBKu. Y faHin poboTi npeacTaBneHo ribpuaHy noLykoBy cuctemy, ka edpekTMBHO
NOEAHYE TpaanLiiHe iHAEKCYBaHHS 3 MOXITMBOCTSAMMU, LLO HAAAKTHCS LUTYYHUM iHTENEKTOM.
Cuctema 3abesnevye HagiiHMiA MOWYK SIK TEKCTOBOI, Tak i BidyanbHoi iHopmaLli,
OEMOHCTPYE [HTeneKTyanbHe pO3YMiHHSI CEMaHTMKM Ta MNEepCOHarni3oBaHe paHXyBaHHA
pesynbTaTiB. EkcnepumeHTanbHi  gocnigkeHHs  niaTBepaunu 1l eEeKTUBHICTb,
peneBaHTHICTb Ta adanTMBHICTbL 3a Pi3HMX YMOB 0OCAry AaHuX i oOMexXeHuX pecypcis.
3aBaskM MOAyNbHIN apXiTekTypi Ta posLwupeHii obpobLi KOHTEKCTYy cucTtema Bupillye
OOMeXeHHs TpaauUiMHMX MOLUYKOBMX MEXaHi3MIiB | 3aknagae MiluHy OCHOBY Ans
NOAANbLIOro PO3BUTKY IHTENEKTyanbHOro NOLyKy iHchopmalLlii.

Knro4oei cnoea: Cuctema noluyKy, TOYHICTb MOLLYKY, HEMPOHHI Mepexi, ElasticSearch.
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ABSTRACT

Background. Smart meters are widely used to monitor household energy consumption
and help improve energy efficiency. However, collecting this data in a centralized location
raises privacy concerns, as detailed consumption records can reveal sensitive household
behavior. Federated learning provides an alternative approach by allowing models to be
trained directly on user devices without sending raw data to a central server.

Materials and Methods. This study developed a simulation-based framework to test
federated learning for forecasting short-term electricity usage. We created synthetic data
representing hourly energy consumption for 100 simulated households, incorporating daily
usage cycles and household-specific patterns. A simple neural network was trained locally
on each household’s data using a standard optimization method, and model updates were
shared with a central server to improve a shared global model.

Results and Discussion. The federated model achieved forecasting accuracy nearly
equal to a traditional centralized model while keeping data private. Key factors affecting
performance included how often devices were trained locally before sharing results and
how many households participated in each training round. The approach remained
accurate even when only half the devices contributed at any time. Compared to non-
collaborative models trained independently by each household, the federated approach
offered a substantial improvement in prediction accuracy. These findings show that good
performance can be achieved while protecting user privacy and using simple models
suitable for low-power devices.

Conclusions. This work shows that a well-designed simulation with realistic energy
usage data can help evaluate federated learning methods under practical constraints.
Even simple models, when trained in a decentralized and privacy-preserving way, can
offer useful predictions for smart energy systems. The approach is suitable for real-world
deployment and can help advance privacy-respecting energy analytics.

Keywords: Federated Learning, Smart Meters, Energy Forecasting, Stochastic
Gradient Descent, Privacy-Preserving Machine Learning, Decentralized
Optimization.

INTRODUCTION

With the proliferation of smart grid technology, smart meters are increasingly
deployed to collect and transmit household electricity usage data. The increasing
digitalization of the energy sector, driven by the deployment of smart grid technologies,
has resulted in the widespread adoption of smart meters in residential and commercial
buildings. These smart meters enable real-time monitoring of electricity consumption at a
granular level, typically recording data in intervals ranging from every few minutes to an
hour. This fine-grained data collection opens new opportunities for optimizing electricity
usage, forecasting energy demand, detecting faults, and enabling dynamic pricing
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models [1]. However, while the availability of such high-resolution data is beneficial for
energy providers and consumers alike, it also raises significant privacy concerns. These
meters enable fine-grained energy analytics, but collecting such data in a central
repository is also a matter of confidentiality. When centralized systems are used to
aggregate and analyze this data, individuals’ behavioral patterns can be inferred—such
as when they are home, what appliances they use, and even their daily routines. This has
sparked a growing demand for privacy-preserving machine learning methods that can
extract useful insights from smart meter data without exposing sensitive personal
information [2].

Federated Learning (FL) offers a compelling solution to this problem by allowing
model training to occur directly on decentralized devices [3], such as smart meters,
without transferring the raw data to a central server [4]. Federated Learning offers a
promising solution by enabling decentralized training where raw data never leaves the
device [5]. In a federated learning setup, each smart meter independently computes
updates to a shared global model using its local data and sends only the updated model
parameters (or gradients) to a central aggregator. These updates are then combined,
typically using a weighted average, to produce an improved global model. Since the data
never leaves the client device, the risks associated with data breaches, surveillance, or
unauthorized access are significantly mitigated [6].

This paradigm shift from centralized to federated training is particularly suited to the
energy domain [7], where data is naturally distributed across households, industrial sites,
and substations [8]. Each location generates its own consumption data, yet the
underlying patterns—such as daily usage cycles, response to weather changes, and
peak load timings—are often shared across the population. This shared structure can be
exploited by collaborative learning without sacrificing data ownership or privacy.

In this paper, we propose a federated learning framework for short-term energy
consumption forecasting using data collected from a network of smart meters. Our
approach focuses on using Stochastic Gradient Descent (SGD) as the local optimization
strategy within each client. We simulate energy usage data for 100 synthetic households,
each representing a unique combination of usage patterns influenced by seasonality,
noise, and household-specific characteristics. By treating each household as a separate
federated client, we create a realistic testbed for evaluating the performance of our
privacy-preserving learning framework.

Stochastic Gradient Descent remains one of the most widely used optimization
algorithms in machine learning [9] due to its simplicity, efficiency, and ability to scale
across large datasets [10]. In the federated setting, SGD becomes even more powerful
[11] because it allows for incremental updates using small local batches [12], thereby
reducing the computational load on edge devices with limited resources. Moreover, the
federated SGD paradigm supports asynchronous and parallel computations, further
enhancing the scalability of the system. However, deploying SGD in a federated
environment introduces new challenges. These include issues such as model divergence
due to non-lID (independent and identically distributed) data across clients [13],
communication inefficiency arising from frequent parameter exchanges, and the need for
robust aggregation mechanisms to handle variability in client participation.

Our proposed method addresses these challenges by incorporating several practical
design choices. First, we simulate data heterogeneity across households by assigning
different parameters to their energy generation functions, such as peak usage times and
noise levels. This mimics real-world scenarios where some users may have predictable
schedules while others exhibit high variability. Second, we evaluate the effect of varying
the number of local epochs, learning rates, and communication rounds on model
convergence. This allows us to explore tradeoffs between communication cost and model
performance. Third, we compare our federated approach with both centralized training
(where all data is aggregated at a central server) and local-only models (where each
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client trains in isolation without sharing updates). These baselines help quantify the
benefits of collaboration and the costs of centralization.

The application of federated learning to energy forecasting is relatively novel and
underexplored. Most existing FL research has focused on domains such as mobile
keyboard prediction, medical imaging, and financial analytics [14]. In contrast, the energy
sector has unique temporal characteristics, long-range dependencies, and highly
personalized consumption patterns that require specialized modelling techniques [15].
Our work contributes to this emerging area by demonstrating the feasibility of deploying
federated neural networks for time-series prediction in smart energy systems.

Beyond the technical benefits, the societal implications of our approach are
significant. By enabling accurate energy demand forecasting at the household level
without violating user privacy, federated learning can support more efficient grid
operation, reduce peak load stress, and facilitate the integration of renewable energy
sources. Accurate forecasting allows utilities to schedule power generation more
effectively, prevent blackouts, and offer dynamic pricing schemes that incentivize
consumers to shift their usage patterns. From the consumer’s perspective, federated
learning empowers individuals to contribute to collective intelligence without relinquishing
control over their personal data.

In summary, this paper introduces a federated learning approach powered by
stochastic gradient descent for forecasting household energy consumption. Our
simulation-based framework provides a controlled environment for analyzing the interplay
between privacy, accuracy, and communication efficiency. The results show that our
method can closely match centralized performance while preserving data locality, making
it a promising candidate for real-world deployment in smart grid systems. In the following
sections, we detail our system design, data generation process, model architecture, and
empirical results, followed by a discussion of future directions in this important field.

MATERIALS AND METHODS

Federated learning is an emerging paradigm that addresses the challenge of training
machine learning models across decentralized data sources while preserving data
privacy. Originally proposed by [16] through the Federated Averaging (FedAvg) algorithm,
FL has since been adopted and adapted across various application domains. This section
reviews foundational work in FL, key developments in decentralized optimization methods
such as stochastic gradient descent (SGD), applications of FL in time-series forecasting,
and specific literature involving smart meters and energy analytics.

Foundations of Federated Learning

The concept of federated learning was popularized by Google’s work on keyboard
prediction in mobile devices [16]. In this setting, models were trained directly on users’
phones, eliminating the need to upload sensitive typing data to a central server. The
FedAvg algorithm, which combines local stochastic gradient descent updates with global
model averaging, formed the backbone of this architecture. Since then, FL has been
formalized in both synchronous and asynchronous variants, and researchers have
proposed refinements such as adaptive federated optimization, federated meta-learning,
and hierarchical FL.

Numerous studies have further explored the mathematical properties and
convergence guarantees of FL. For example, [17] introduced FedProx, which augments
the loss function with a proximal term to mitigate client drift in non-lID settings.
Karimireddy et al. developed SCAFFOLD to correct client updates using control variates
[18]. These contributions provide theoretical underpinnings that ensure FL can work even
in challenging heterogeneous environments—such as those commonly found in energy
data collected from different households.
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Stochastic Gradient Descent in Federated Settings

Stochastic gradient descent (SGD) remains the workhorse of most federated
optimization schemes. Its simplicity, computational efficiency, and compatibility with
streaming data make it an ideal choice for edge-device training. However, standard SGD
assumes |ID data and synchronous updates, which often do not hold in federated
scenarios.

In response, researchers have proposed adaptations of SGD that cope with client
variability, delayed updates, and partial participation. For instance, asynchronous SGD
algorithms have been developed to allow clients to update the server without waiting for a
global synchronization point [19]. Other works focus on compressing gradients or
quantizing weights to reduce communication overhead [20]. In our work, we utilize
classical SGD due to its lightweight nature and ease of implementation, and demonstrate
its effectiveness in a realistic simulation of distributed energy systems.

Federated Learning for Time Series Forecasting

While most early FL research targeted applications in text prediction, image
classification, and healthcare diagnostics, time series forecasting has gained increasing
attention. Time series forecasting in FL is challenging because of its sequential nature
and the potential for data to vary widely in scale and structure across clients.

Studies such as [21] applied federated learning to loT sensor time series data,
showing that LSTM and GRU models can be trained across edge devices with minimal
accuracy loss. Another work by [22] proposed Fedformer, which adapts Transformer
architectures to time series forecasting under FL constraints. These approaches
demonstrate that federated learning can be extended to recurrent and attention-based
models; however, they often require higher resource availability on client devices than
traditional SGD-based models.

Our approach differs by focusing on a simple feedforward neural network, which is
more suitable for deployment in constrained environments like smart meters. To the best
of our knowledge, our work is one of the first to implement federated SGD specifically for
hourly energy consumption forecasting using synthetic smart meter data.

Smart Meters and Energy Analytics

Smart meters are integral to modern energy infrastructure, offering near real-time
monitoring of electricity consumption. This fine-grained data can be used for a range of
applications including demand-side management, load forecasting, anomaly detection,
and dynamic pricing. Traditional energy analytics pipelines, however, rely on centralized
machine learning approaches that collect and process large volumes of user data, often
without explicit user consent.

Research in energy forecasting has traditionally employed methods such as ARIMA,
support vector regression (SVR), and more recently, deep learning models like LSTM
networks [23]. These models are typically trained on aggregated data from utilities or grid
operators. While effective, such centralization raises concerns about data security and
user privacy, especially when individual consumption patterns can reveal sensitive
personal information.

There has been growing interest in applying privacy-preserving techniques to energy
analytics. For example, [24] examined differential privacy in smart grid data streams,
while [25] explored homomorphic encryption for secure load forecasting. These methods,
however, often introduce substantial computational overhead or require specialized
infrastructure.

Federated learning offers an attractive alternative by allowing raw consumption data
to remain local, thereby reducing the attack surface and improving data governance.
Despite its promise, the application of FL to smart meter forecasting remains limited in
current literature. One notable study by [26] examined load prediction in an FL framework
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but relied on complex model architectures. Our work complements this line of research by
offering a transparent, reproducible methodology using synthetic yet realistic data to
demonstrate core FL principles in the smart grid domain.

Challenges in Federated Energy Forecasting

The application of FL to energy systems presents several domain-specific
challenges. First, the non-1ID nature of household consumption data poses a risk of local
model drift, which can degrade global convergence. Second, the real-time requirements
of energy systems call for fast convergence and communication-efficient protocols. Third,
energy usage data is often sparse or irregular due to communication dropouts, which
complicates time-series forecasting in a federated environment.

Recent research has proposed addressing these issues through personalized
federated learning, where the global model is augmented with client-specific parameters
[27], and adaptive client selection strategies that prioritize diverse participants [28]. These
approaches could be incorporated into future versions of our framework to improve
robustness and accuracy.

This paper builds upon a growing body of research in federated learning, time-series
forecasting, and smart energy analytics. It contributes a unique combination of lightweight
modelling, synthetic yet realistic simulation, and practical evaluation of SGD-based FL in
a domain where privacy is both critical and frequently overlooked. While prior work has
explored each of these elements in isolation, our integrated framework offers a scalable,
efficient, and privacy-aware solution tailored specifically for the energy sector.

By situating our work in the broader context of existing literature, we aim to
demonstrate both its novelty and relevance. As smart grids and edge computing
infrastructures continue to evolve, the insights gained from this study can inform the
design of next-generation energy analytics systems that are not only intelligent but also
respectful of individual privacy.

Our federated learning framework for smart meter energy forecasting is designed to
simulate a realistic deployment environment in which multiple distributed clients—each
representing a household with a smart energy meter—train a shared model
collaboratively without exposing their private data. This section describes the overall
system architecture, the process of generating synthetic yet realistic household energy
usage data, the model architecture used for time-series forecasting, and the
implementation of the training strategy based on stochastic gradient descent within the
federated paradigm.

System Architecture

The system consists of three core components: the client devices (smart meters),
the global server (aggregator), and the communication protocol that enables coordination
between them. Each client maintains its own local dataset and a local copy of the
machine learning model. Clients perform training independently and intermittently
communicate their model updates to the global server. The server then aggregates these
updates to produce a new global model, which is redistributed to the clients for the next
training round.

We use the Federated Averaging (FedAvg) algorithm as the coordination protocol. At
each communication round t, a subset of clients ¥; € {1,2,...,K} is selected to
participate. Each client k € K; receives the current global model parameters w;, updates
them locally using mini-batch stochastic gradient descent, and returns the updated

parameters W,Et“) to the server. The server then computes the new global model as:

N t+1
Weyp = Z Z—nW,E ), (1)
KEX, JEX: "
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where n;, is the number of samples available on client k.
This weighted average ensures that clients with more data have proportionally greater
influence on the updated global model.

Synthetic Data Simulation

To rigorously evaluate the proposed system in a controlled yet meaningful way, we
simulate the behavior of 100 synthetic households over a period of 180 days, with each
household reporting hourly electricity consumption. The synthetic dataset is generated
using a semi-parametric function that captures both periodic trends and household-
specific randomness.

For each client k, we define the consumption at each hour t as:

%) . 2mt 2mt .
X, = a - sin (ﬁ) + By - cos (E) + ¥x - Noise(0,1), (2)

where «a;, controls the diurnal rhythm,
B captures sub-daily variations (e.g., midday peak),
and y;, modulates the influence of stochasticity to reflect unpredictable usage patterns.
The parameters ay, S, Yx are drawn from uniform distributions across realistic ranges to
ensure heterogeneity. In this way, some clients behave predictably, while others exhibit
erratic patterns.

Each time series is then transformed into a supervised learning format by extracting
sliding windows of 24 hours as input and using the 25th hour (next time step) as the
target. This forms a time-series forecasting problem with one-step-ahead prediction.

Model Architecture
Given the simplicity and portability constraints of smart meters, we opt for a
lightweight feedforward neural network. The model architecture is as follows:
¢ Input Layer: 24 neurons corresponding to hourly energy usage over the past day.
e Hidden Layer: One dense layer with 64 neurons and ReLU activation.
e Output Layer: A single neuron with linear activation to predict the next hour’s usage.
This compact architecture strikes a balance between expressive power and
computational efficiency, making it feasible for training on devices with limited resources.

Local Training Procedure

Each client independently trains the local model using mini-batch stochastic gradient
descent (SGD). Let D, denote the local dataset of client k,and let B, € D, be a batch of
data. The update rule is given by:

Wy < Wy — 1 - VE€(wy; By) (3)

where 1) is the learning rate and £(-) is the loss function, defined as mean squared error
(MSE) between the predicted and true values:

1
¢WiB) = o > ) =il (4)

(x1,y)EB

Each client performs E epochs of training on its local data before sending updated
weights to the server. Increasing E allows for more local computation, which can reduce
communication frequency but may lead to model divergence if the data is non-IID.
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Federated Training Loop
The overall federated training loop is as follows:
1. The global server initializes model parameters w,.
2. Foreachroundt=1,2,...,T:
a. Select a subset of clients K.
b. Distribute w; to all clients in X

c. Each client trains locally using SGD for E epochs and returns w

d. The server aggregates the updates to produce w; ;.
3. After T rounds, the global model is evaluated on a separate test set.

(t+1)
k .

Baseline Comparisons

To contextualize the effectiveness of our federated SGD approach, we implement
two baseline models:

e Centralized Model: All data from all clients is pooled and used to train a single model
in a centralized manner.

e Local-Only Models: Each client trains a model solely on its own data without
collaboration. Performance is averaged across clients.

These baselines allow us to quantify the trade-offs between privacy, accuracy, and
system efficiency. The centralized model provides an upper-bound reference for
achievable performance but at the cost of total privacy loss. The local-only models offer
maximum privacy but often suffer from underfitting or overfitting due to limited data.

Evaluation Metrics

We evaluate model performance using Mean Absolute Error (MAE), as it is
interpretable and less sensitive to large outliers compared to RMSE. For communication
efficiency, we track the number of rounds required to achieve convergence within a
tolerance threshold. The overall framework is implemented using Python with PyTorch,
and simulations are executed on a local machine with synthetic clients to mimic real-world
conditions.

RESULTS AND DISCUSSION

This section presents the experimental results obtained from evaluating the
proposed federated learning framework on synthetic smart meter energy data. We
examine the convergence behavior of the global model, its predictive accuracy compared
to centralized and local-only baselines, the impact of communication rounds, and the
effect of key hyperparameters such as local epochs and client heterogeneity. All
experiments were conducted using the simulation setup described in the Methodology
section, with 100 clients participating in training over 180 days of hourly energy
consumption data.

Convergence of Federated SGD

One of the primary objectives in federated learning is to determine how quickly the
global model converges to an acceptable level of performance given the constraints of
limited communication and decentralized data. In our experiments, we measured the
Mean Absolute Error (MAE) on a held-out test set after each communication round. The
convergence behavior over 50 communication rounds is illustrated in Figure 1.

As shown in the plot, the federated model begins with a relatively high error of
approximately 0.25 MAE, reflecting the untrained state of the model. As training
progresses, the MAE decreases sharply in the first 10 rounds and begins to plateau
around round 40, stabilizing near 0.124. This is in close proximity to the centralized
model’s performance, which converges to an MAE of 0.110 when trained on the entire
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MAE vs. Communication Rounds for Federated SGD
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Fig. 1. Convergence of Federated SGD: Mean Absolute Error (MAE) vs. Communication Rounds.

dataset. This demonstrates that federated SGD is capable of producing models with
competitive accuracy while preserving data privacy.

Comparison with Baseline Models

To understand the relative performance of federated learning, we compare it with
two baseline models: centralized training and local-only training. The centralized model is
trained using all available data across all clients in a traditional supervised learning
manner. The local-only models are trained independently on each client’s dataset without
any interaction or parameter sharing. The results, averaged over five independent trials,
are summarized in Table 1.

Table 1. Performance Comparison of Federated and Baseline Models

Model MAE Data Privacy Communication Cost
Centralized Training 0.110 No Low
Local-Only Training 0.198 Yes None
Federated SGD (ours) 0.124 Yes Medium

The centralized model achieves the lowest error due to its access to the complete
dataset. However, it requires full data centralization, which violates privacy assumptions.
The local-only models perform significantly worse, with an average MAE of 0.198,
highlighting the insufficiency of isolated learning with small datasets. Our federated
approach offers a strong compromise, delivering accuracy close to the centralized model
while ensuring that data remains local and privacy is preserved.

Impact of Local Epochs

A critical hyperparameter in federated learning is the number of local training epochs
E performed by each client before communicating updates to the server. Higher values of
E can reduce communication frequency but may lead to model drift due to overfitting on
local data. We tested the impact of varying E € {1,5,10} on convergence speed and final
performance.
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Table 2. Effect of Local Epochs on Final MAE after 50 Communication Rounds

Local Epochs Final MAE Rounds to Plateau
1 0.140 50+
5 0.124 40
10 0.121 30

The results suggest that increasing E improves convergence speed and slightly
improves final model performance, as clients benefit from richer local updates. However,
higher E may also introduce instability if the data is highly non-IID. In this controlled
simulation, moderate heterogeneity was present, and E = 5 was a balanced choice.

Effect of Client Participation Rate

We also examined the influence of client sampling on model quality. In practice, it is
not always feasible to involve all clients in every round due to bandwidth limitations or
client unavailability. We simulated participation rates of 20%, 50%, and 100% at each
round. Figure 2 shows the impact on convergence.

Lower participation rates led to slower convergence and slightly higher final error.
However, the system still achieved acceptable performance with only 50% participation,
suggesting that full participation is not strictly necessary for convergence.

Robustness to Data Heterogeneity

To test robustness to non-1ID data distributions, we simulated three levels of client

heterogeneity:

e Low: Small variation in parameter ranges across clients.

¢ Medium: Moderate variation with different household routines.

¢ High: Clients grouped by behavior clusters (night owls vs. early risers).

Performance degraded slightly as heterogeneity increased, but federated averaging
remained resilient. The MAE increased by less than 10% between low and high
heterogeneity, suggesting that our SGD-based training strategy is tolerant to diverse data
conditions.

Impact of Client Participation Rate on Federated Model Convergence
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= 50% Participation
= 20% Participation
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Fig. 2. Impact of Client Participation Rate on Convergence (Simulated).
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Communication Efficiency

Communication cost is a central concern in federated systems, especially when
bandwidth is constrained. We evaluated the total volume of model parameters exchanged
during training and found that communication can be substantially reduced by tuning E,
client selection rate, and model size.

Furthermore, we plan to incorporate compression techniques like gradient
sparsification and model quantization in future work to further enhance communication
efficiency without sacrificing accuracy.

Summary of Key Findings

The experiments validate the practical value of federated learning in smart meter

energy forecasting. Key observations include:

e Federated SGD achieves near-centralized performance (MAE = 0.124 vs. 0.110).

e Local-only models perform significantly worse due to limited training data.

e Convergence improves with more local epochs but requires careful tuning to avoid
divergence.

¢ The system remains robust to partial participation and moderate non-IID data.

These results highlight the promise of FL in enabling collaborative learning across
energy devices while preserving consumer privacy and minimizing central data storage
risks.

The results of our experiments demonstrate the practical potential of federated
learning (FL) for smart meter energy forecasting and offer several important insights into
how model performance, training dynamics, and system constraints interplay in a
decentralized environment. This section discusses the broader implications of these
findings, highlights the strengths and limitations of the proposed framework, and suggests
potential directions for future research.

Model Architecture Justification and Comparative Analysis

One important consideration in our study is the use of a simple Feedforward Neural
Network (FNN) for time-series forecasting in a domain that inherently contains temporal
dependencies. While advanced architecture such as Long Short-Term Memory (LSTM)
networks or Temporal Convolutional Networks (TCNSs) is widely regarded as state-of-the-
art for sequential prediction tasks, we intentionally adopted a single-layer FNN in this
work. In this subsection, we justify that choice, discuss trade-offs between model
complexity and feasibility for edge deployment, and present a comparative analysis with
lightweight temporal alternatives.

Why an FNN Suffices in a Federated Context

Despite the temporal nature of household energy consumption, an FNN can still
perform effectively for short-term forecasting when the temporal window is explicitly
embedded in the input features. In our case, each model input comprises the last 24
hourly consumption values, allowing the FNN to implicitly learn temporal patterns through
weighted associations. This windowed approach effectively transforms the time-series
task into a multivariate regression problem.

Furthermore, our focus on one-step-ahead prediction reduces the need for long-term
memory mechanisms. For predicting the next hour's usage based on a 24-hour history,
sequential modelling overhead may be unnecessary—particularly when patterns exhibit
periodicity or local trends that are easily captured via fixed-size receptive fields. This
makes FNNs a pragmatic choice for early-stage or resource-constrained federated
deployments.

Trade-offs: Complexity vs. Edge Feasibility
Edge devices like smart meters are characterized by limited computational capacity,
constrained memory, and finite energy budgets. Complex models such as LSTMs or
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GRUs require maintaining hidden states and performing recurrent computations, which
impose significant overhead. TCNs, while feedforward in nature, also involve dilated
convolutions and multiple filter layers that can tax small devices.

In contrast, FNNs offer several advantages:
¢ Low computational cost: Only matrix multiplications and activations are required.
¢ Minimal memory footprint: Few parameters, especially with a single hidden layer.

e Ease of training and deployment: FNNs are simple to implement, making them
compatible with lightweight federated learning frameworks.

These trade-offs become particularly important in federated learning, where local
training must be efficient to allow frequent participation by edge devices. Overburdening
clients with complex models risks dropout, latency, or non-participation—detrimental to
system robustness.

Comparative Experiments: FNN vs. Lightweight Temporal Models
To assess the practical trade-offs, we conducted additional experiments comparing
the performance of our FNN model to two lightweight temporal models: a single-layer
LSTM and a shallow TCN. All models were configured to have comparable parameter
counts, ensuring a fair comparison in terms of training load and memory usage.

Experimental Setup:
e Data: Same 100-client synthetic dataset with 24-hour input windows.
Prediction Target: One-step-ahead energy consumption.
Communication Rounds: 50.
Clients per Round: 50% randomly selected.
Local Epochs: 5.
Metrics: MAE (accuracy), training time per client (efficiency), and memory
usage (resource cost).

Results:

Table 3. Comparison of FNN vs. Temporal Models in Federated Setting

Model Final MAE Training Time (s/client) Memory (MB)
FNN (64 units) 0.124 1.8 0.9
LSTM (32 units) 0.117 4.3 2.1
TCN (2 layers, 32 filters) 0.115 3.7 1.8
Interpretation:

While the LSTM and TCN models offered a modest accuracy improvement
(approximately 6—8% reduction in MAE), they did so at the cost of 2—2.5x higher training
time (Figure 3) and memory consumption (Figure 4). For edge devices with limited
processing power or strict energy constraints, this increase may not be acceptable —
especially in large-scale federated deployments with intermittent connectivity.

Moreover, our qualitative analysis showed that FNNs captured the dominant diurnal
and sub-daily trends effectively. The residual errors were mostly due to unpredictable
noise, not structural model failure — suggesting that simple models are already well-
aligned with the problem’s complexity under current assumptions.

Conclusion on Model Choice
Based on our comparative analysis, we conclude that FNNs provide a favorable
balance between model effectiveness and edge device feasibility. While temporal models
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Fig. 3. Comparison of FNN vs. Lightweight Temporal Models: MAE vs. Training Time.
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Fig. 4. Memory Usage of FNN, LSTM, and TCN Models on Edge Devices.

offer marginal gains in accuracy, their computational cost may render them unsuitable for
federated deployments in resource-constrained environments like smart meters.

That said, future work could investigate hybrid models — such as convolutional
feedforward networks with feature-level attention—which offer some sequential context
without incurring the full cost of recurrent architectures. Additionally, personalization
strategies could allow more complex models to be selectively deployed only to high-
capacity clients within a federated network.

Statistical Validation of Performance Difference

While Table 1 shows that the Federated SGD model achieved a Mean Absolute
Error (MAE) of 0.124 compared to 0.110 for the centralized model, it is essential to
determine whether this 0.014 difference reflects a meaningful performance gap or simply
random variation due to training and data partitioning. To that end, we computed
confidence intervals for the MAE across multiple runs and conducted hypothesis testing
using a paired t-test.

Experimental Replication.

We repeated the entire training process for both models across 10 independent
trials, each using different random seeds for data shuffling, client selection, and model
initialization. Each trial produced a final MAE score on a fixed test set.
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Confidence Intervals.
The 95% confidence intervals for the final MAE were as follows:
e Centralized model: MAE = 0.110 + 0.004
e Federated SGD: MAE = 0.124 + 0.006
While the federated model shows slightly higher variability, the confidence intervals
overlap, suggesting that the difference may not be statistically significant.

Paired t-Test.

To formally assess this, we performed a paired t-test between the 10 MAE values
obtained from the centralized and federated models. The null hypothesis H, is that both
models have the same expected error. The test yielded:

t=2.03, p=0.066

Since p > 0.05, we fail to reject the null hypothesis at the 95% confidence level.
Therefore, we conclude that the performance difference is not statistically significant.

Interpretation.

These statistical results reinforce the conclusion that federated SGD achieves
competitive accuracy relative to centralized training. While the federated model's MAE is
marginally higher, the difference is within a range consistent with random variation, and
thus the performance can be considered statistically equivalent for practical purposes.

Implications.

This finding is important in practice: it implies that utility providers and energy
analysts can confidently adopt privacy-preserving federated architectures without
significant loss of accuracy — especially when weighed against the benefits of avoiding
raw data centralization.

Federated Learning as a Privacy-Preserving Forecasting Tool

One of the most significant contributions of our work is the empirical validation that
federated learning can serve as an effective privacy-preserving alternative to traditional
centralized machine learning in energy applications. With data privacy becoming a
growing concern — especially under regulations such as the General Data Protection
Regulation (GDPR) in the European Union and similar policies globally — FL offers a
framework that allows for meaningful insights without compromising individual data
ownership. In our case, the system forecasted energy demand with an accuracy (MAE =
0.124) comparable to a centralized model (MAE = 0.110), despite each client retaining its
own data.

This result is particularly promising in the context of smart grid applications where
customer acceptance and regulatory approval may hinge on data confidentiality. By
demonstrating that a decentralized model can still support high-quality forecasts, this
paper provides a compelling argument for utility companies and technology vendors to
consider FL-based infrastructures for analytics and control.

Communication-Efficiency vs. Model Accuracy Tradeoffs

Another central theme emerging from our study is the tradeoff between
communication efficiency and model accuracy. As shown in our experiments, increasing
the number of local training epochs or reducing the participation rate of clients at each
round can significantly reduce the total communication load. However, these changes can
also affect convergence rates and final model quality.

Interestingly, even with only 50% client participation per round, the federated model
achieved near-optimal performance, suggesting that full participation is not always
necessary for effective training. This has substantial implications for scalability and cost-
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efficiency in real-world deployments. For instance, in a large-scale utility grid comprising
thousands of smart meters, rotating subsets of participants in each round could greatly
reduce system overhead while still maintaining robust model performance.

However, caution must be exercised. Lower participation rates or excessive local
training epochs may lead to model divergence, particularly under highly non-IID
conditions. Our simulations showed modest resilience to such divergence, but further
experimentation is needed to establish thresholds and safe operational bounds for real-
world use cases.

Robustness to Data Heterogeneity

Smart meters across households often record energy usage patterns that are both
structured (daily cycles, peak hours) and idiosyncratic (individual schedules, appliance
usage). In our synthetic setup, we simulated heterogeneity through parameter variability,
capturing realistic divergences in behavior. Despite this, the federated model successfully
generalized across clients and maintained convergence, suggesting that FedAvg
combined with SGD is robust to moderate levels of heterogeneity.

However, future work should explore more extreme forms of distribution shift, such
as those caused by socioeconomic differences, weather-based variability, or structural
changes in the grid. It may be necessary to explore personalized federated learning
methods, where part of the model is shared across clients and part remains client-
specific. Such hybrid models could further improve generalization while respecting local
variation.

Simplicity and Interpretability of the Model

Our choice to use a simple feedforward neural network for forecasting was
deliberate. In many smart energy systems, edge devices have limited computational
capacity and memory. Complex models such as LSTMs or transformers, while powerful,
may be impractical in these contexts. Moreover, simpler models are often easier to
interpret and debug—an important consideration when deploying in regulated industries
or safety-critical systems.

Yet, this simplicity may come at the cost of long-range temporal dependencies.
Energy usage patterns often span days or weeks, and a model with a 24-hour window
may miss broader cycles. Incorporating more expressive architectures (e.g., temporal
convolutional networks or memory-augmented models) remains an important avenue for
improving performance without losing the core benefits of FL.

Limitations

While our simulation-based study provides a strong proof of concept, it comes with
several limitations that merit discussion. First, the use of synthetic data, although
grounded in realistic patterns, does not capture all the complexity of actual smart meter
readings, including irregular sampling, missing data, and external influences like
temperature or pricing schemes.

Second, the experiments were conducted in a controlled environment where client
devices were assumed to be always available and responsive. In practice, network
latency, battery life, and device heterogeneity may introduce additional challenges.

Third, the current framework does not incorporate any explicit security or robustness
mechanisms. Adversarial clients or poisoned updates could degrade the quality of the glo-
bal model. Techniques such as secure aggregation, differential privacy, or Byzantine-robust
aggregation algorithms should be explored in future implementations to improve resilience.

Future Work

Several avenues exist to extend the current research. First, incorporating richer
contextual features — such as weather data, occupancy information, and real-time pricing
— could improve prediction accuracy and offer broader utility in smart energy applications.
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Second, adaptive federated learning strategies that dynamically adjust local epochs,
learning rates, or client sampling probabilities could help balance convergence and
communication in non-stationary environments.

Third, the development of real-world testbeds for FL in energy domains would allow
researchers to validate the performance and feasibility of the proposed models under
realistic constraints. Collaborations with utilities or smart home providers could make
such testbeds feasible.

Finally, personalization of models for clients with unusual usage patterns, without
sacrificing collaborative learning benefits, is an exciting direction. Meta-learning and multi-
task learning frameworks in the federated setting may offer valuable tools for this purpose.

Conclusion of the Discussion

Overall, our findings reinforce the value of federated learning as a practical and
effective solution for forecasting energy consumption in a privacy-preserving manner. The
simplicity and stability of SGD in the federated context make it an attractive option for
real-world deployment. With thoughtful architecture, tuning, and future enhancements, FL
could become a foundational element of privacy-conscious smart grid systems.

CONCLUSION

This study presented a practical exploration of federated learning (FL) for short-term
energy consumption forecasting using synthetic smart meter data. While FL has seen
increasing attention in energy-related applications, our contribution lies in designing a
transparent, reproducible simulation framework that enables controlled evaluation of FL
behavior under realistic assumptions — particularly non-1ID data, partial client
participation, and lightweight model constraints.

A key strength of our approach is the tailored synthetic data generator, which
captures diurnal and sub-daily energy consumption patterns across heterogeneous
households. This allowed us to systematically analyze how local data variability affects
global model convergence. Unlike previous work relying on proprietary or opaque
datasets, our simulation environment can be easily replicated or extended by other
researchers.

Our findings highlight several concrete insights: (1) a simple feedforward neural
network, trained via local stochastic gradient descent, can achieve forecasting
performance close to centralized training under moderate heterogeneity; (2) careful
tuning of hyperparameters—such as local epochs and client sampling rate — plays a
critical role in balancing communication cost and convergence; and (3) FL maintained
resilience even when only 50% of clients participated per round, and with moderate data
non-lIDness.

While we do not claim fundamental algorithmic novelty, the experimental design and
results offer practical guidance for deploying FL in smart grid contexts. Limitations include
the absence of real-world deployment and modelling of adversarial behavior or
communication loss, which will be considered in future work.

In sum, this work demonstrates that with the right design choices—both in data
simulation and protocol configuration — FL can serve as a feasible, privacy-respecting
approach to decentralized forecasting in smart energy systems.
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3aHENOKOEHHA LWOoA0 KOHMIAEHUINHOCTI, OCKifMbKM AeTanbHi 3anMcu npo COXMBAHHA
MOXYTb PO3KpUTW YyTNUBY MOBeAiHKY pgomorocnogapcte. ®PepgepatuBHe HaBYaHHA
NPOMNoHye anbTepHaTUBHWIA Niaxia, AO3BOMNSAYM HaB4yaTM mopgeni 6esnocepegHbO Ha
NPUCTPOSAX KopUCTyBadiB 6e3 HaacunaHHA HeobpobneHnx AaHNX Ha LieHTpansHUA cepeep.

MaTepiann Ta metogu. Y LUbOMY [OCNIDKEHHI pPO3pOBNEHO OCHOBY Ha OCHOBI
MOLEIIOBaHHA Onsi TeCTyBaHHs pedepaTMBHOIO HaBYaHHA Ans  NPOrHO3yBaHHS
KOPOTKOCTPOKOBOIO CMOXMBaHHA enekTpoeHeprii. My cTBOPWAM CUHTETWYHI AaHi, LWo
BigOOpaxkaloTb  MOrOAMHHE  CMOXWBaHHSA  eHeprii  Ans 100 3mopenboBaHUX
[OMOrocnoaapcTs, BKIOYAKYM  LWOAEHHI LMKNM  BUMKOPUCTaAHHA Ta cneuudivHi  ans
JomorocnogapcTea 3akoHOMIpHOCTI. MNpocTa HelpoHHa mepexa Oyna HaB4yeHa NokarnbHO
Ha JaHMX KOXHOro JOMOrocrnogapcTsa 3a JOMOMOrol CTaH4apTHOrO MeTody OnTuMisauii,
a OHOBReHHs Mogeni 6ynu nepepaHi LeHTpansHOMY cepBepy AN MOKpaLLleHHS ChifbHOI
rno6anbHoi Mogeni.

Pe3synbTtaTtu Ta 06roBopeHHs. O6’egHaHa Moaenb Aocsrna TOYHOCTi NPOrHO3yBaHHS,
Mavxe PpiBHOI TPaAuUinHIA  UeHTpanisoBaHii mogeni, 306epiraioum npuv  LbOMY
KOHIAEHUiIMHICTb AaHux. KnoyoBuMu hakTopamu, WO BNAMBaOTb Ha MPOOYKTUBHICTb,
6ynun YyacTtoTa HaBYaHHS NPUCTPOIB NokanbHO nepes oOMiHOM pe3ynbTaTamMu Ta KinbKiCTb
JomorocnoaapcTs, Wo 6panu ydacTb Yy KOXHOMY payHai HaByaHHs. [igxig sanuwascs
TOYHMM, HaBIiTb KOMKW NuLLE NOMoBMHA NPUCTPOIB Bpana y4acTb ogHoyacHo. MNopiBHSHO 3
HekonabopaTuBHUMM Mogensamu, AKi HaB4anucs He3anexHo KOXXHUM
JomorocnogapctsoM, ob’egHaHWA Nigxig 3anponoHyBaB CyTTEBE MOKPALLEHHS] TOYHOCTI
nporHo3yBaHHs. Lli pesynbTati nokasyoTb, WO XOPOLIOi NPOAYKTUBHOCTI MOXHa AOCAITH,
3axuLLAI0YN KOHMIAEHUIVHICTL KOPMCTYBaYiB Ta BUKOPUCTOBYHOYM NPOCTi Mogeni, NpuaaTHi
AN NPUCTPOIB 3 HU3BKMM EHEPrOCMOXMBaHHSIM.

BucHoBku. Lls poborta nokasye, wo p[obpe po3pobrneHe MoAentoBaHHA 3
peanicCTU4HUMKU JaHUMU NPO CMOXMBAHHA eHeprii MoXe AOMOMOITW OUiHUTU MeToau
denepaTMBHOrO HaBYaHHA 3a MPaAKTUYHUX obmexeHb. HaBsiTb npocTti mogeni, HaB4veHi
AeleHTpanizoBaHum  cnocobom i3 30epexeHHAM  KOHMIAEHUINHOCTI,  MOXYTb
3anpornoHyBaTU KOPMUCHI MPOrHO3W ANs iHTenekTyanbHUX €eHepreTudHux cuctem. Llen
nigxig nigxoautb ANS peanbHOro pPO3rOPTaHHS Ta MOXe [OMOMOITM BAOCKOHANMUTH
€eHepreTUYHy aHaniTMKy 3 ypaxyBaHHSAM KOHMIAEHUiNHOCTI.

Knroyoei cnoea: depepatmBHe HaB4YaHHA, iHTenekTyanbHi  NIYUNBHUKK,
NPOrHO3yBaHHA €Hepril, CTOXaCTUYHUN rPadiEHTHUA CMyCK, MaLLNUHHE
HaBYaHHA i3  30epexeHHsM  KOHMIAeHUINHOCTI, AeueHTpanizoBaHa
onTuUMi3auis.
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ABSTRACT

Background. Building upon previous research, this study conducts an exploration into
Large Language Models (LLMs), with an emphasis on the fine-tuning and assessment of
LLaMA-3.1 for instructional tasks. LLaMA-3.1, which is a new generation model and has
gained considerable recognition based on its superior performance on various benchmarks.
Besides assessing the disparities and improvements between the base and the fine-tuned
versions of LLaMA-3.1 on an instruction dataset, the study also addresses the concern of
overfitting with LLaMA-3.1. Furthermore, it carries out a comparison between LLaMA-3.1
and both its predecessor, LLaMA-2, and another LLM known as Mixtral, thereby providing
a more comprehensive picture of LLaMA-3.1's capabilities compared to other models.

Materials and Methods. The fine-tuning of LLaMA-3.1 employed state-of-the-art
techniques, such as Low-Rank Adaptation (LoRA) and Quantized Low-Rank Adaptation
(QLoRA), on comprehensive instruction datasets. Acknowledging the resource-intensive
nature of LLM fine-tuning, optimization measures were taken. The fine-tuning process was
additionally enhanced using Parameter-Efficient Fine-tuning (PEFT) on NVIDIA A100
Tensor Core GPU (graphics processing unit) instances. All the models were fine-tuned using
Hugging Face and PyTorch platforms for optimal performance.

Results and Discussion. The results obtained from fine-tuning and evaluating LLaMA-
3.1 offer valuable insights into how this model performs with specific tasks. The evaluation
framework proved helpful in the efficient assessment assessing LLMs' performance
concerning instruction tasks. The research highlights the importance of evaluation for LLM
applications. It shows that not always is fine-tuning a good choice, due to the nature of the
model and the specifics of the task. It highlights the overfitting problem.

Conclusion. The close examination of LLaMA-3.1 contributes to the field of machine
learning by offering insights into how this model works and its possible fine-tuning for special
tasks. The findings of this research create opportunities for more in-depth studies around
the application of LLMs. It highlights the importance of efficient evaluation with already
designed metrics.

Keywords: LLMs, GPT, Mixtral, LLaMA, fine-tuning, overfitting

INTRODUCTION

The swift progress of Natural Language Processing (NLP) has been majorly steered
by LLMs like Transformers [1, 2], Bidirectional Encoder Representations from Transformers
(BERT) [3, 4], Generative Pretrained Transformer (GPT) [5], etc. They've cleared new ways
for various tasks like text classification [6], machine translation [7], and summarization [8].
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Now, more advanced models like GPT-3.5[9], GPT-4 [10], and Claude [11] have expanded
NLP's scope by simply following user instructions and explaining patterns.

LLMs can be helpful tools in media and communication, helping to distinguish between
real news and fake or biased news [12]. They can also be used in finance, where they can
be very helpful in conducting detailed studies of financial news [13, 14]. This widespread
use of LLMs highlights their importance and the possibility of further study in different areas.

Applying LLMs to niche domains brings unique complications. Supervised Fine-
Tuning [15] methods usually help tailor these LLMs for specific uses, but the balancing
between providing comprehensive language capabilities and achieving sector-specific
efficacy is complex. This difficulty becomes important in business settings where these
models grapple with specialized queries needing custom solutions.

A new generation of models, like GPT-4, Claude, can be accessed via Application
Programming Interfaces (APIs), which raises issues about private data handling. A large
number of tasks can be solved using Retrieval Augmented Generation (RAG) [16].
However, the transfer of data to third-party apps is still inevitable. Increasing the number
of API requests could also escalate costs.

Thus, the alternative would be to custom fine-tune [17] and store models on personal
resources. This ensures data security and potentially offers cost advantages. LLMs can be
used in various spaces like the media [18] and finance [13, 19], due to their broad range of
applications.

This paper focuses on the Fine-tuning and evaluation of a new model created by
Facebook. It's LLaMA-3.1 [20]. The model was fine-tuned using state-of-the-art methods
like LoRA [21, 22] and QLoRA [23]. It compares the current model with fine-tuned models
from the previous article [24].

We would focus on the latest LLaMA-3.1 and assess its performance in carrying out
instructional tasks. This model has been thoroughly optimized by techniques like LoRA,
QLoRA, and Parameter-Efficient Fine-Tuning (PEFT), which we validate through robust
evaluation approaches. Our findings can guide future research and applications for Large
Language Models.

MATERIALS AND METHODS

This study involves fine-tuning the model LLaMA-3.1 for instruction-based tasks.
LLaMA-3.1 exists in three different sizes: 8B, 70B, and 405 B. Due to resource constraints
and to compare results with the previous fine-tuned models, the 8b models were selected
for this experiment. The PyTorch library was utilized for the fine-tuning process.

Training Dataset

A training dataset consolidates two freely accessible datasets, namely, Instruct-v3 [25]
and Alpaca [26]. These datasets, crafted for refining instructions, are accessible from
GitHub. To ensure suitability, a filtering process was conducted on these datasets to retain
only those instructions composed of fewer than 1024 tokens.

A dataset was partitioned into three unique sections: training, validation, and testing.
These sections contained 83k, 10k, and 3k records in their respective order. They served
various purposes: the training section was used for refining the models, the validation
section verified the efficacy of training during the refining process, and the testing section
helped evaluate the efficiency of the final models. This dataset was used to fine-tune
LLaMA-2 and Mixtral for the previous research. It allows us to compare LLaMA-3.1 with
LLaMA-2 and Mixtral models that were fine-tuned in the previous paper.

A key element for fine-tuning LLaMA-3.1 is the formatting of the training dataset.
Without proper formatting, the results may be significantly degraded and fail to reflect the
true capabilities of the model. For this study, we employed a consistent template when
preparing the dataset, ensuring that each sample followed the same conversational
structure.
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The dataset was serialized using a custom prompt template, designed to mimic a
natural conversational exchange between a user and the assistant, while also allowing for
the inclusion of system-level instructions. Each training sample in the dataset adheres to
the following format:

<|begin_of_text|><|start_header_id|>system<|end_header_id|>

{{ system_prompt }}<|eot_id|><|start_header_id|>user<|end_header_id|>
{{ user_msg_1 }}<|eot_id|><|start_header_id|>assistant<|end_header_id|>
{{ model_answer_1 }}<|eot_id|>

In this notation, special tokens are used to denote the boundaries and roles within the
conversation. The <|begin_of text|> token marks the start of a new data sample. The
<|start_header_id|> and <|end_header_id|> tokens enclose identifiers specifying the role
of the content that follows (e.g., system, user, or assistant). The {{ system_prompt }}, {{
user_msg_11}}, and {{ model_answer_1 }} placeholders are replaced with the actual system
instruction, user input, and target assistant output, respectively. The <|eot_id|> token
indicates the end of each segment or turn within the conversation. This structured
formatting enables the model to clearly distinguish between instructions, queries, and
responses, thereby enhancing learning effectiveness during fine-tuning.

LoRA and QLoRA settings

LoRA is a way to efficiently fine-tune LLMs by representing the Matrix of weights as a
multiplication of 2 matrices with lower dimensions. The key element here is Matrix Rank
(r), which affects the number of trainable parameters.

With the current matrix rank, 176 million parameters, which is 3.73% of all LLaMA-3.1
parameters. For the model, fine-tuning was used with LoraConfig (Table 1).

Table 1. Lora Config for LLMs fine-tuning

Parameter Parameter description Value
lora_alpha LoRA scaling factor 16
lora_dropout Dropout parameter to reduce overfitting 0.1
r Matrix rank relates to the number of trainable parameters 64

For efficient comparison of LLaMA-3.1 with two previously trained models, those
parameters were the same for all 3 models.

Training parameters

A model was tuned during 2 epochs. Considering that the base model captures lots of
dependencies, a large number of epochs might cause overfitting [27]. Batch size is a
parameter that represents the number of samples in the batch for training. We noticed that
batch size can be increased for faster training, but compared to LLaMA-3.1 with previous
experiments, we decided to use 4 as batch size [28]. The next parameters, as warmup_step
(a way to reduce the primacy effect of the early training examples) [29], learning rate
(indicate how fast a model could train) [30], 16-bit floating point format (represents QLoRA,
quantization that helps to reduce the size of the model) [31].

LLaMA-3.1 could handle very big contexts (up to 128k tokens) [32], but a value of
1024 was selected to compare the current model with previous experiments. Training
parameters can be found in Table 2.

Evaluation

The evaluation was done as in the previous experiment. To check how well the models
worked, we used a test dataset that wasn't involved during the fine-tuning phase. First, we
sent instructions, expected answers, and actual answers to the GPT-4 model, which then
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Table 2. Training parameters for LLMs fine-tuning

Parameter Parameter description Value
num_train_epochs Number of training epochs 2
per_device_train_batch_size Batch size 4
warmup_steps The number of warm-out steps 0.03
bf16 16-bit floating point format True
max_seq_length Max number of tokens 1024
learning_rate Learning rate 2.5x1075

gave a score out of 10, with a higher score meaning better compliance with the instructions
[24]. Second, we used the RAGAS [33] library to evaluate the models using two measures:
Answer Correctness and Answer Semantic Similarity. You can access the RAGAS library
via this link: https://docs.ragas.io/en/stable/.

RESULTS AND DISCUSSION

Training and validation loss comparison

Loss comparison is important to measure the efficiency of training or fine-tuning. For
our experiments, we used the cross-entropy loss function [34], which is standard for tasks
related to content generation. If loss decreases, that means that the model can train,
capture patterns, and be more efficient in solving tasks related to the training dataset. We
have noticed that during training, losses decreased from 1.09 to 1.06 for the LLaMA 3.1
model. It might be a good indicator. Train loss comparison can be found in Table 3.

Table 3. Train loss comparison

epoch LLaMA-2 Mixtral LLaMA-3.1
1 1.1736 1.0665 1.0887
2 1.1175 1.0723 1.0644

The most important is the validation loss. It’s a value of the loss function on the dataset
that was not used for training. It helps us to measure how good a model might be regarding
data it had not seen previously. We noticed that validation losses also decreased (Table
4), which might be a good indicator too.

Table 4. Validation loss comparison

epoch LLaMA-2 Mixtral LLaMA-3.1
1 1.1474 1.0692 1.0756
2 1.1378 1.0626 1.0692

Training time comparison

A model was fine-tuned on an NVIDIA A100 Tensor Core GPU. Tuning LLMs requires
a significant number of resources. Therefore, training time is also important as it impacts
the cost of the solution.

We notice that LLaMA-3.1 requires 3 times more time for training than LLaMA-2 and
2.5 hours more than Mixtral (Table 5). Some techniques can significantly decrease training
time, like Unsloth [35]. However, to ensure the fairness of the experiments and compatibility
with previous research, it was decided to avoid current techniques.
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Table 5. Training time comparison

Model LLaMA-2 Mixtral LLaMA-3.1
Training time, hours: mins 3:27 7:36 9:55

Metrics comparison

The key element for comparison between different Machine Learning algorithms is
metric comparison. Evaluation was done on the testing dataset — a dataset that was not
used for fine-tuning.

The evaluation of base LLaMA-3.1 against a fine-tuned model and models tuned in
the previous paper demonstrates the importance of fine-tuning for specific tasks [24]. Three
core metrics are used in this assessment: GPT-4 score Answer Correctness, and Answer
Semantic Similarity [24]. The GPT-4 score is an automated evaluation metric in which the
GPT-4 model is provided with the system instructions, user message, and both the golden
(expected) and actual answers. Based on this information, GPT-4 assigns a score from 1
(worst) to 10 (best) that reflects how well the actual answer matches the golden one.
Notably, each metric has its limitations, with Answer Semantic Similarity perhaps less
suitable for specialized instruction tasks that may require knowledge from fields like physics
or mathematics.

For comparison, the LLAMA-3.1 base outperforms other models, and the LLaMA-3.1
is fine-tuned (Table 6, Fig. 1).

That means that with fine-tuning, we overfit a model. Therefore, it can efficiently solve
tasks related to training datasets and underperform on data it has not seen.

We noticed that LLaMA-3.1, base overperformed all previous models for all 3 metrics.
Consequently, for the current task with the instructions dataset, the base model should be
used.

Discussion and future direction

An empirical analysis of the LLaMA-2, LLaMA-3.1, and Mixtral models highlights their
effectiveness in executing instructional tasks. Findings show that LLaMA-2 and LLaMA-3
tend to overfit. On the other hand, Mixtral outperforms LLaMA-2 during the evaluation
phase, making it a more suitable option for instructional tasks. The key finding is that
LLaMA-3.1 does not need fine-tuning to efficiently follow instructions. The base model
works significantly better than the fine-tuned model.

We understand that for some domain-specific tasks, fine-tuning might be essential.
General models were trained on a large amount of data, but can not know everything
regarding specific domains. Also, often, those domains have some sensitive data, which
makes it impossible to use models via API (like GPT-4 or Claude). Efficient fine-tuning is
important for those domains.

Tuning models for RAG is also important, as the tuned model can answer user
questions much better than the base model.

Table 6. Metrics comparison

Model GPT-4 score Answer Answ_er _Semantic
(max 10) Correctness Similarity

LLaMA-2, base 7.21 0.66 0.91
LLaMA-2, fine-tuned 6.96 0.63 0.91
Mixtral, base 712 0.62 0.91
Mixtral, fine-tuned 7.51 0.67 0.91
LLaMA-3.1, base 8.54 0.72 0.92
LLaMA-3.1, fine-tuned 6.79 0.61 0.90
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Gpt-4 score (max 10) LLaMA-3.1 vs LLaMA 3.1 tuned
10

Gpt-4 score (max 10)

LLaMA-3.1 LLaMA-3.1, fine-tuned

Model

Fig. 1. Metrics comparison

We are going to test those approaches in different specific areas, not just teaching
tasks or following instructions. We'll work to improve our methods and the way we measure
performance in this study. This work might help us make better language models and push
forward the field of language processing. It's also important to note that we're going to work
a lot on getting better at the 'reasoning' part in future studies.

CONCLUSION

After an investigation of different Large Language Models (LLMs), particularly LLaMA-
3.1, LLaMA-2, and Mixtral, our research has yielded interesting insights. Initially, Mixtral
showed how great an impact fine-tuning can have on model performance. Similarly, we
tried similar techniques on LLaMA-3.1, including cutting-edge methods like LoRA and
QLoRA.

When fine-tuned with an instruction task, the performance of LLaMA-3.1 took a hit.
LLaMA-3.1, in its basic form, is already very good at solving instruction tasks, and the
addition of fine-tuning brought on too much specialization, leading to overfitting. Despite
this, we believe that for some particular tasks, especially within specific domains, fine-
tuning might still be necessary to achieve enhanced performance.

Upon comparing LLaMA-2 and Mixtrail, we observed that LLaMA-2 fine-tuned faster
but was more susceptible to overfitting. Mixtrail, although slower in training, proved to be
consistently better at handling instructional tasks in our tests, suggesting it has a better
balance between general language skills and specificity.

This tendency towards overfitting, observed in the LLaMA family, helps us understand
the importance of carefully managing the tuning process. We recommend cutting down on
tuning epochs to prevent overfitting.

Our research leveraged the RAGAS library to evaluate LLM performance, a practice
we think would be instrumental in future machine learning studies where LLMs are used.
Our conclusions provide crucial learning about the workings of LLaMA-3.1 and LLMs in
general, including their performance, fine-tuning practices, and predisposition towards
overfitting.

Acquired knowledge opens the gate for future studies on LLMs, which we believe is
potentially pivotal for unlocking their full capability, particularly concerning specific tasks
and domains. We're also reminded of the critical part fine-tuning plays in amplifying LLM
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performance and the necessity of finding a good balance between general language
competencies and specific task efficiency, especially in domain-specific tasks.
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E®PEKTUBHE TOYHE HAJIALLTYBAHHA NAPAMETPIB TA
NEPEHABYAHHA B MOBHUX MOAENAX GPT: NOPIBHAHHA HA OCHOBI
METPUK

Boz0daH Maenuwerko 0, leaH Bynka H0O*
Jlbgigcbkuli HayioHanbHUl yHieepcumem imeHi leaHa ®paHka,
syn. [pazomaHosa 50, 79005 Jlkeie, YkpaiHa

AHOTALIA

BcTtyn. Cnvpatounch Ha nonepeaHi AOCHimKEHHS, Lie JOCHiMKEHHS 30CepemKyeTbCs Ha
BENUKMX MOBHMX Mogensx (LLM) 3 ¢pokycom Ha TOHKOMY HanaluTyBaHHi Ta ouiHui LLaMA-
3.1 onsa 3aBgaHb 3B’A3aHUX 3 iHCTPyKUiamu. LLaMA-3.1, 9ka € Mo4enmnto HOBOro MNOKOMiHHS
i 3pobyna 3HayHe BM3HaHHA 3aBASKM CBOIM 4ygoBum pesynbratam. OKpiM  OuiHKK
BiAMIHHOCTEN i BOOCKOHaneHb Mixx 6a30BO0 Ta HamnawToBaHot Bepciasmn LLaMA-3.1 Ha
Habopi JaHnX IHCTPYKLiN, AOCHIOXXEHHS TakoX 3BepTae yBary Ha npobnemMy nepeHaB4aHHA
LLaMA-3.1. JogaTtkoBo Gyno npoBedeHO nopiBHAHHAM Mk LLaMA-3.1, ii nonepeaHueto,
LLaMA-2, a Takox iHwoto LLM, Bigomoto sik Mixtral, wo no3sonse otpumatit GinbLu NOBHY
KapTuHy moxnusocten LLaMA-3.1.

Matepianu Ta metoau. [1ns ToHKoro HanawTyBaHHA LLaMA-3.1 BukopucToByBanucb
cyyacHi migxoguw, Taki sik aganTauis Husbkoro paHry (LoRA) i kBaHTOBaHa apanTauis
Husbkoro paHry (QLoRA), Ha komnnekcHux Habopax gaHux iHCTpyKuin. Bpaxosytoum
pPeCcypCOEMHICTb MpoLecy TOHKOro HamawTyBaHHa LLM, BxwvBanucb 3axogu wwoao Mmoro
onTumizauii. lNpouec TOHKOro HanawTyBaHHs OyB yOOCKOHaneHuWni 3a [JOoMOMOro
MapameTpnyHo edekTuBHOro ToHkoro HanawTtyBaHHa (PEFT) Ha eksemnnapax NVIDIA
A100 Tensor Core GPU. Yci mogeni 6ynu HanawToBaHi 3a gonomMoroto nnatgopm Hugging
Face i PyTorch ans pocsarHeHHs Hawkpallol npoayKTMBHOCTI. [ocnigxeHHsa nigkpecnioe
BaXNMBICTb peTernbHOI ouiHkM LLM ans npakTuyHux 3actocyBaHb.

PesynbTaTn. Pe3ynbtat, oTpumaHi B pe3ynbTaTi TOHKOro HanawiTyBaHHS Ta OLiHKK
LLaMA-3.1, Haganu uiHHy iHdopMaLiio Npo Te, AK LS Modenb BUKOHYE KOHKPETHI 3aBAaHHS.
CurcTema OUHIOBaHHSI BUSBUINACS KOPUCHO Ans edpeKTMBHOI OLUiHkN edpekTuBHOCTI LLM Ha
3aBOaHHAX 3 iHCTPYKUiaMK. [NokasaHo, Lo TOYHe HanalwTyBaHHS He 3aBXaW € Harkpalum
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Bubopom 3 ornagy Ha cneumdiky mogeni Ta ocobnuBocTi 3aBgaHHA. [ocnigxeHHs
nigkpecnioe npobnemy nepeHaByaHHs B LLM.

BucHoBku. PetenbHuin aHania LLaMA-3.1 pobuTb BHecok y cdepy MalMHHOro
HaBYaHHS, NornubnoYM po3yMiHHA ocobnmBocTen poboTH LiET Moaeni Ta MOXIUMBOCTEN i
TOHKOrO HamnalwiTyBaHHA [Ns KOHKPETHWMX 3aBAaHb. PesynbTatv UbOro OOCNiOKEHHs
CTBOPIOIOTL NIAMPYHTS ANSA nodanbLlumx gocnigxeHsb i 3actocyBaHHs LLMs Ta nigkpecniooTb
3HaYeHHs ePEKTUBHOI OLLIHKM 3 BUKOPUCTAHHSAM ICHYOUMX METPUK.

Knroyosi cnoea: LLMs, GPT, Mixtral, LLaMA, ToHke HanawTyBaHHS, NepeHaBYaHHs.
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ABSTRACT

Background. Transformer-based models have become central to natural language
processing, demonstrating state-of-the-art performance in semantic similarity assessment,
a task critical for various applications. These models capture detailed relationships between
text, advancing the ability to gauge semantic relatedness.

Materials and Methods. The performance of sentence embedding models, including
all-mpnet-base-v2, all-MiniLM-L6-v2, paraphrase-multilingual-mpnet-base-v2, bge-base-
en-v1.5, all-roberta-large-v1, all-distilroberta-v1, LaBSE, paraphrase-MiniLM-L3-v2, bge-
large-en-v1.5, was assessed across different dataset sizes with two datasets. The following
preprocessing steps were applied to the datasets: lowercasing, removing stop words,
cleaning from special symbols and numbers, and lemmatization. Cosine similarity scores
with negative values, indicating semantic dissimilarity, were treated as equivalent to a
human-annotated similarity score of 0, and non-negative cosine similarity values were
scaled to the 0-5 range. Metrics such as R?, MSE, RMSE, MAE, Spearman’s Correlation
Coefficient, and Kendall's Tau were used for evaluation.

Results and Discussion. Models’ performance generally improves with increased data.
Evaluation of sentence embedding models revealed performance variations. all-roberta-
large-v1 showed strong accuracy with high R%values and low errors. BAAl/bge-large-en-
v1.5 excelled in capturing semantic relationships, demonstrating high Spearman’s and
Kendall's Tau coefficients. all-MiniLM-L6-v2 demonstrated the fastest embedding
generation. BAAl/bge-base-en-v1.5 presented the lowest accuracy. Processing times
generally increase with data size.

Conclusion. This study highlights a trade-off between accuracy and efficiency in
sentence embedding. Model selection depends on balancing these factors to align with
specific application needs. In cases when requiring high accuracy should favor all-roberta-
large-v1, while those prioritizing speed would benefit from all-MiniLM-L6-v2. BAAl/bge-large-
en-v1.5 is most suitable for tasks demanding semantic understanding of text details.

Keywords: semantic similarity, sentence embeddings, transformers.

INTRODUCTION

As digital information grows at an accelerating pace, the ability to understand the
meaning behind text has become fundamental. From search engines to nuanced
interactions with virtual assistants, the need for machines to comprehend semantic content
is becoming increasingly important. However, while computers excel at processing raw
textual data, catching the hidden nuances of natural language remains a complex
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challenge. The core of this challenge lies in making it possible for machines to move
beyond simple word matching and to understand the underlying meaning of text instead.

Researchers have developed text embeddings [1], a powerful technique that
transforms words and sentences into dense numerical vectors to address this challenge.
Unlike simple word representations, these vectors capture the semantic relationships
between text elements, allowing computers to understand context and meaning. This
process has evolved significantly, moving from earlier methods like Word2Vec [2] and
GloVe [3], which generated static word embeddings, to more advanced contextual
embeddings such as those produced by transformers [4] and transformer-based models
like BERT [5] and its variants. These advancements have paved the way for the
development of various application areas for text embeddings, ranging from fundamental
tasks like text classification [6] to more sophisticated techniques such as data augmentation
using large language models [7]. The benefit of converting text to vectors is that
mathematical operations such as calculating distance can be performed on them, thus
enabling computers to quantify semantic relationships [8, 9].

A crucial application of text embeddings is the semantic similarity measurement,
quantifying the degree to which two pieces of text share a related meaning. This capability
enables a wide range of Natural Language Processing tasks. For instance, accurate
semantic similarity in information retrieval allows search engines to identify documents
conceptually relevant to a user's query, even if they do not contain the exact words [10].
Similarly, question-answering systems enable matching questions to appropriate answers
by understanding their underlying meaning [11]. Other applications include plagiarism
detection, where subtle similarities in phrasing can be identified, and document clustering,
where related documents are grouped based on their semantic content [12]. The
performance of all these applications is directly tied to the quality and accuracy of the text
embeddings used to calculate semantic similarity.

Building on these advancements, the broader landscape of Natural Language
Processing has recently been transformed by powerful Large Language Models (LLMs)
such as Llama 3/4, Grok, Qwen, or Mistral. While these general-purpose LLMs
demonstrate impressive capabilities in broad generative and complex reasoning tasks, it is
crucial to differentiate them from specialized sentence embedding models. The models
primarily evaluated in this study are specifically engineered and optimized for generating
high-quality, dense vector representations of text, making them inherently more efficient
and effective for the semantic similarity tasks under investigation.

While numerous sentences embedding models have been introduced recently, direct
comparisons of their performance and efficiency are not always prevalent. This article the-
refore, undertook a comparative investigation of various sentence embedding models to ad-
dress the challenge of accurately quantifying semantic similarity between texts. Specifically,
the output of these models, when paired with cosine similarity, was analyzed to estimate the
degree of semantic relatedness between different text snippets. Furthermore, to provide a
practical perspective on the efficiency of these models, the time taken by each model to
generate embeddings and subsequently compute the similarity scores was also measured
and compared. This dual approach offered insights into the effectiveness and computational
cost of employing different sentence embedding techniques for text similarity tasks.

Obtained insights are not merely theoretical; they directly inform the practical selection
of models for diverse real-world applications. For instance, in scenarios demanding high-
throughput processing with limited computational resources, such as real-time
conversational Al, where models provide rapid, contextually-aware responses by
semantically matching user input to relevant intents, or large-scale document indexing,
where documents are transformed into searchable embeddings to enable finding content
by meaning and efficient content organization, understanding a model's efficiency becomes
paramount. Conversely, for applications where strong predictive capability and nuanced
semantic understanding are critical, such as precise information retrieval for identifying the
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most relevant passages to a user's query or complex question-answering systems that
must accurately extract answers from vast knowledge bases, model effectiveness takes
precedence. The quality of these generated embeddings is therefore paramount for the
success of such systems. This study systematically quantifies these crucial trade-offs,
providing an empirical basis for developers and researchers to choose the most suitable
sentence embedding model among those utilized, taking into account considerations such
as efficiency and predictive performance.

MATERIALS AND METHODS

In experiments, two datasets, publicly available on the Hugging Face Portal and de-
signed explicitly for semantic similarity tasks, were utilized: sts-companion [13] and mteb-
stsbenchmark-sts [14]. These datasets contain pairs of sentences along with a correspon-
ding human-annotated semantic similarity score. Both datasets use similarity scores, which
lie on a scale of 0 to 5 and represent varying degrees of semantic relatedness.

One of the datasets consists of 5289 records, and the other 8628. Both datasets were
tested with initial subsets of 100, 500, 1000, 2000, 4000, and 5000 records. The larger
dataset was also tested with 8000, and the full dataset size, while the smaller dataset was
tested with the full dataset size. This approach allowed us to assess how model
effectiveness varies with an increasing number of records.

To evaluate the effectiveness of different sentence embedding models for text
similarity comparison, we employed the following models, all of which are available on the
Hugging Face portal:
¢ sentence-transformers/all-MiniLM-L6-v2: this model is a compact and efficient

Transformer-based architecture. It is designed to produce effective sentence
embeddings with relatively small model size, making it suitable for applications where
computational resources are limited or speed is crucial;

e sentence-transformers/paraphrase-multilingual-mpnet-base-v2: this model leverages
the MPNet architecture [15] and has been trained on a large multilingual corpus. It is
fine-tuned explicitly for paraphrase identification and semantic similarity across various
languages, making it a strong choice for cross-lingual text understanding tasks;

o BAAl/bge-base-en-v1.5: BAAI developed this model based on the transformer
architecture and trained it on a substantial English language dataset. It is recognized
for achieving high performance on various text embedding benchmarks, demonstrating
its ability to capture nuanced semantic relationships in English text;

e sentence-transformers/all-roberta-large-v1: this model utilizes the RoBERTa
architecture [16], a powerful transformer variant known for its strong language
understanding capabilities. Being a "large" model, it has a greater capacity to learn
complex semantic representations, often leading to high accuracy in sentence
embedding tasks;

e sentence-transformers/all-distilroberta-v1: this model is a distilled version of ROBERTa,
meaning it retains much of the performance of its larger counterpart while having a
smaller size and faster inference speed. It offers a good balance between accuracy and
efficiency for generating sentence embeddings;

e sentence-transformers/LaBSE: standing for Language-Agnostic BERT Sentence
Embeddings [17], LaBSE is explicitly designed to produce embeddings comparable
across many different languages. This makes it highly effective for multilingual semantic
similarity tasks and cross-lingual information retrieval;

e sentence-transformers/paraphrase-MiniLM-L3-v2: like the all-MiniLM-L6-v2 model, this
is another efficient transformer-based model focused on generating sentence
embeddings. The "paraphrase" in its name indicates that it has been fine-tuned explicitly
on paraphrase datasets, making it well-suited for tasks involving semantic equivalence;
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e sentence-transformers/all-mpnet-base-v2: is based on the MPNet architecture, which
is known for its effectiveness in capturing semantic relationships between sentences. It
is designed to produce high-quality sentence embeddings and demonstrates a good
balance of accuracy and computational efficiency. This model is suitable for a wide
range of semantic similarity tasks.

o BAAl/bge-large-en-v1.5: is the larger variant of BAAIl's bge-base-en-v1.5 model for
English. With more parameters, it aims to present state-of-the-art performance on
English language text embedding tasks. It offers higher accuracy than its base
counterpart at the cost of increased computational resources.

For this study, all models were evaluated exclusively on English language texts,
irrespective of their inherent multilingual capabilities.

Fig. 1 illustrates the characteristics of the datasets used in this study. The top row
displays the distribution of similarity scores for the mteb/stsbenchmark-sts (left) and sts-
companion (right) datasets. The x-axis represents the similarity score, while the y-axis
represents the frequency of occurrence. The distributions reveal differences in the two
datasets' range and concentration of similarity scores. While both datasets have many texts
with similar lengths, their score distributions differ. The mteb/stsbenchmark-sts dataset has
a more uniform distribution of scores, whereas the sts-companion dataset shows a higher
concentration of high-value scores.

Figure 1's middle and bottom rows show the distributions of sentence lengths for the
first and second sentences in the comparison pairs, respectively. The x-axis represents the
sentence length (number of tokens), and the y-axis represents the frequency of occurrence.
These plots provide information about the variability in sentence lengths within each
dataset. Notably, sts-companion contains a broader range of sentence lengths than
mteb/stsbenchmark-sts, potentially impacting sentence embedding models' computational
demands and performance.

To quantitatively evaluate the performance of each sentence embedding model in the
semantic similarity task, we employed four commonly used regression metrics:

e Mean Squared Error (MSE): calculates the average of the squared differences
between the predicted and the actual similarity scores. Lower MSE values indicate
better model performance.

e Root Mean Squared Error (RMSE): the RMSE is the square root of the MSE. It
measures the average magnitude of the errors in the same units as the target variable,
making it more interpretable than MSE.

e Mean Absolute Error (MAE): calculates the average absolute differences between the
predicted and actual similarity scores. Like RMSE, MAE is expressed in the units of the
target variable and provides a robust measure of error, less sensitive to outliers than
MSE or RMSE.

e R?: the coefficient of determination measures the proportion of the variance in the
human-annotated similarity scores explained by the predicted scores. R? values range
from 0 to 1, with higher values indicating a better fit of the model to the data.

e Spearman's Rank Correlation Coefficient: assesses the strength and direction of the
monotonic association between the predicted and actual similarity values. It quantifies
how well the ranking of predicted ratings aligns with human-annotated scores.
Spearman's correlation spans from —1 to 1, where figures approaching 1 denote a
strong positive monotonic link, figures nearing —1 suggest a strong negative monotonic
link, and values close to 0 imply a weak or nonexistent monotonic link.

o Kendall's Tau: measures the ordinal association between the predicted and actual
similarity scores. It evaluates the degree to which the predicted ordering agrees with the
human-annotated ordering. Kendall's Tau figures range from —1 to 1, with results
approaching 1 indicating strong agreement in the order, results nearing —1 indicating
strong disagreement, and results near zero indicating weak or no agreement.
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Fig. 1. Distribution of similarity scores and sentence lengths in the mteb/stsbenchmark-sts and sts-companion
datasets.

These metrics collectively provide a comprehensive assessment of the sentence
embedding models' performance in predicting semantic similarity. Additionally, we
measured the time each model took to embed the text and calculated the average of these
times to compare the computational efficiency of the models.

The experimental procedure involved the following steps.

1. The sentence pairs from each dataset were preprocessed to ensure consistency. The
preprocessing included: lowercasing, removing stop words, cleaning from special
symbols and numbers, and lemmatization;
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2. Each sentence in the paired data was encoded into a vector embedding using the
selected sentence embedding models.

3. The semantic similarity between the resulting vector embeddings for each sentence
pair was calculated using cosine similarity. It is important to note that cosine similarity
yields a score between —1 and 1. For this study, negative cosine similarity values, indi-
cating semantic dissimilarity, were treated as equivalent to a human-annotated simila-
rity score of 0, and only non-negative cosine similarity values were scaled to the 0-5
range.

4. The scaled cosine similarity scores were compared against the ground truth similarity
scores to assess the effectiveness of each sentence embedding model in capturing
semantic relationships.

RESULTS AND DISCUSSION

In this study, we made a simplifying assumption regarding the interpretation of
negative cosine similarity values. Specifically, any sentence pair with negative cosine
similarity calculated from the model-generated embeddings was assigned a scaled
similarity score corresponding to the lowest possible human-annotated score - 0. This
decision was made to align the model output with the lower bound of the human scoring
scale and to focus the analysis primarily on the model's ability to capture positive semantic
similarity. This approach is often adopted as a pragmatic choice when mapping model
output to human-annotated scales that typically do not assign granular scores below
semantic unrelatedness, i.e., below zero similarity. It simplifies the evaluation framework
by focusing on the strength of positive semantic relationships, which is often the primary
objective in tasks such as information retrieval and question answering.

However, it is important to acknowledge that this approach has limitations. We lose
some of the information provided by the model's embedding space by treating all negative
cosine similarity values as equivalent. A highly negative cosine similarity suggests a more
substantial degree of semantic dissimilarity, potentially even indicating some semantic
opposition, than a slightly negative value. Our simplification collapses these distinctions.
Furthermore, this approach might mask subtle differences in how the models represent
semantic dissimilarity. Some models might consistently produce more negative values for
unrelated or contrasting sentences, and this behavior is not captured in our scaled scores.
Future work could explore alternative scaling methods, such as mapping the full range of
cosine similarity to the 0 - 5 scale, to better preserve the information contained in negative
similarity values and provide a more detailed comparison of model performance.

Table 1 presents the times taken by each model to generate text embeddings for text
from the mteb-stsbhenchmark-sts dataset. The paraphrase-MiniLM-L3-v2 model
demonstrates the most efficient performance, with embedding times around 2 ms for
smaller subsets, reaching only 3.7 ms for the whole dataset. The next best performance
was exhibited by all-MiniLM-L6-v2 and all-distilroberta-v1 models; their times are
approximately 3 ms for smaller subsets. However, all-distilroberta-v1 climbs to 18.6 ms for
the complete dataset, while all-MiniLM-L6-v2 attains 5.6 ms for the most extensive dataset.
Similar performance for smaller subsets was shown by bge-base-en-v1.5 and paraphrase-
multilingual-mpnet-base-v2 — around 4-5 ms; for the 8628-record dataset, times grow to
34.8 ms and 38.8 ms, respectively. The all-mpnet-base-v2 model has times of roughly 5—
7 ms for small subsets and 35.1 ms for the largest. The LaBSE model's time expands to
36.3 ms for the whole dataset, compared to about 5—6 ms for smaller ones. In contrast, all-
roberta-large-v1 and bge-large-en-v1.5 are the slowest; for the 8628-record dataset, times
surge to 142.7 ms and 162.6 ms, respectively. While most models maintain relatively stable
embedding times for smaller subsets (100 to 2000 records), all-roberta-large-v1 and bge-
large-en-v1.5 display a substantial jump for the whole dataset.
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Table 1. Times taken by every model to create a vector representation of strings
from the mteb-stsbenchmark-sts dataset.

Time, ms
Records
number| 100 500 1000 2000 4000 5000 8000 8628
Model
all-mpnet-base-v2 7.3 5.3 5.3 5.3 5.3 5.2 33.9 351
all-MiniLM-L6-v2 3.1 3.0 3.0 3.0 3.1 3.1 4.5 5.6

paraphrase-multilingual-

4.7 4.9 4.9 4.8 5.0 47 385 38.8
mpnet-base-v2

bge-base-en-v1.5 4.7 4.7 4.7 4.6 4.9 46 334 3438
all-roberta-large-v1 9.7 8.4 8.2 83 56.2 84 1414 1427
all-distilroberta-v1 3.3 3.0 3.1 3.0 175 3.0 183 18.6
LaBSE 6.2 4.8 4.7 48 323 46 356 36.3
paraphrase-MiniLM-L3-v2 | 2.9 2.0 2.1 2.2 3.2 2.2 3.0 3.7

bge-large-en-v1.5 10.1 8.3 8.3 84 1230 83 1328 162.6

For most models, the time to embed a given number of records remains relatively
stable across the smaller subset sizes (100 to 2000 records). This suggests that the
embedding process scales consistently for these models within this range. However, the
time taken for some models noticeably expands when processing the larger subsets,
particularly the full dataset. For example, the embedding time for all-roberta-large-v1
surges to 142.7 ms for the 8628-record dataset, compared to approximately 8.3 ms for
smaller subsets. Similarly, bge-large-en-v1.5 also exhibits a substantial rise, reaching
162.6 ms for the most extensive dataset.

In contrast, models like all-MiniLM-L6-v2 and paraphrase-MiniLM-L3-v2 show the
smallest increase in processing time when moving to the full dataset, suggesting more
consistent scaling performance. LaBSE also jumps to 36.3 ms for the most extensive
dataset. This suggests that the computational cost of processing the full dataset introduces
additional overhead for some models but not all, highlighting differences in how efficiently
these models handle larger inputs.

Table 2 shows the performance of each model in terms of embedding time. The
paraphrase-MiniLM-L3-v2 model demonstrates the most efficient performance,
consistently achieving the fastest embedding times across all dataset sizes, with times
around 2 ms. In contrast, the bge-large-en-v1.5 model is the slowest, with embedding times
growing with the dataset size and reaching 187.2 ms for the largest dataset of 5289
records. This significant rise suggests that its computational demands scale more
substantially with larger inputs. Several other models also show relatively fast performance
across the smaller dataset sizes, with times generally below 6 ms, including all-mpnet-
base-v2, paraphrase-multilingual-mpnet-base-v2, and bge-base-en-v1.5. However, their
embedding times display a noticeable climb for the largest dataset. Specifically, all-roberta-
large-v1 and LaBSE attain a moderate expansion, reaching 50.1 ms and 45.7 ms,
respectively, for the 5289-record dataset. all-distilroberta-v1 also shows a jump at the
largest dataset size, reaching 22.6 ms.

Most models exhibit relatively consistent embedding times across varying dataset
sizes. This suggests that the processing demands remain stable for these models.
However, some models experience increased processing duration when handling the
largest dataset of 5289 records. For instance, the embedding time for all-roberta-large-v1
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Table 2. Times taken by every model to create a vector representation of strings
from the sts-companion dataset.

Time, ms
Records
number | 100 500 1000 2000 4000 5000 5289
Model
all-mpnet-base-v2 6.8 53 54 5.2 5.2 5.3 5.3
all-MiniLM-L6-v2 3.2 3.1 3.0 3.1 3.1 3.1 3.1

paraphrase-multilingual-

4.8 5.0 4.9 5.0 4.8 4.9 4.8
mpnet-base-v2

bge-base-en-v1.5 5.7 4.8 4.7 4.8 4.7 4.8 4.7
all-roberta-large-v1 10.5 8.9 8.8 8.7 8.6 8.6 50.1
all-distilroberta-v1 3.0 3.1 3.0 3.1 3.1 3.0 22.6
LaBSE 6.0 5.0 4.8 4.7 4.8 4.8 45.7
paraphrase-MiniLM-L3-v2 2.4 2.1 2.2 2.2 2.2 2.2 3.0
bge-large-en-v1.5 10.5 9.1 8.8 8.6 8.5 8.7 187.2

rises to 50.1 ms for the 5289-record dataset, compared to approximately 8.6 ms for smaller
subsets. Similarly, LaBSE increases to 45.7 ms for the most extensive dataset. bge-large-
en-v1.5 displays the most significant increase, reaching 187.2 ms for the largest dataset.
Conversely, all-MiniLM-L6-v2 and paraphrase-MiniLM-L3-v2 demonstrate the most stable
processing times across different dataset sizes, indicating more efficient scaling. all-
distilroberta-v1 also shows a slight increase, reaching 22.6 ms for the largest dataset.
These results indicate that the computational load associated with processing the complete
dataset introduces additional overhead for specific models, revealing differences in how
effectively they manage larger inputs.

Table 2 shows the performance of each model in terms of embedding time. The
paraphrase-MiniLM-L3-v2 model demonstrates the most efficient performance,
consistently achieving the fastest embedding times across all dataset sizes, with times
around 2 ms. In contrast, the bge-large-en-v1.5 model is the slowest, with embedding times
growing with the dataset size and reaching 187.2 ms for the largest dataset of 5289
records. This significant rise suggests that its computational demands scale more
substantially with larger inputs. Several other models also show relatively fast performance
across the smaller dataset sizes, with times generally below 6 ms, including all-mpnet-
base-v2, paraphrase-multilingual-mpnet-base-v2, and bge-base-en-v1.5. However, their
embedding times display a noticeable climb for the largest dataset. Specifically, all-roberta-
large-v1 and LaBSE attain a moderate expansion, reaching 50.1 ms and 45.7 ms,
respectively, for the 5289-record dataset. all-distilroberta-v1 also shows a jump at the
largest dataset size, reaching 22.6 ms.

Most models exhibit relatively consistent embedding times across varying dataset
sizes. This suggests that the processing demand remains stable for these models.
However, some models experience increased processing duration when handling the
largest dataset of 5289 records. For instance, the embedding time for all-roberta-large-v1
rises to 50.1 ms for the 5289-record dataset, compared to approximately 8.6 ms for smaller
subsets. Similarly, LaBSE increases to 45.7 ms for the most extensive dataset. bge-large-
en-v1.5 displays the most significant increase, reaching 187.2 ms for the largest dataset.
Conversely, all-MiniLM-L6-v2 and paraphrase-MiniLM-L3-v2 demonstrate the most stable
processing times across different dataset sizes, indicating more efficient scaling. all-
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distilroberta-v1 also shows a slight increase, reaching 22.6 ms for the largest dataset.
These results indicate that the computational load associated with processing the complete
dataset introduces additional overhead for specific models, revealing differences in how
effectively they manage larger inputs.

A notable similarity across both tables is the consistent performance of specific
models, particularly paraphrase-MiniLM-L3-v2 and all-MiniLM-L6-v2. These models yield
rapid embedding times for smaller datasets, indicating their efficiency in processing text
when the input size is relatively constrained. Furthermore, the models that present the most
substantial increase in processing time when handling the larger input are also consistent
across both tables, namely bge-large-en-v1.5. Regardless of the specific dataset, nearly
all models demonstrate an increase in processing time when handling the most significant
input, suggesting that scaling to accommodate large datasets introduces computational
challenges for these embedding methods.

However, key differences in model’s performance were observed between the two
tables. The magnitude of the increase in processing time for the most extensive datasets
varies considerably. For example, bge-large-en-v1.5 shows a substantial jump in
processing time in both cases, highlighting its less efficient scaling. In contrast, all-MiniL. M-
L6-v2 and paraphrase-MiniLM-L3-v2 maintain more stable and lower processing times
even for the largest datasets, indicating better scalability. Additionally, the relative ranking
of some models shifts between the tables, with models like all-roberta-large-v1 and LaBSE
indicating a more pronounced performance decrease for the largest dataset in Table 1
compared to Table 2, suggesting that dataset characteristics can influence model
efficiency.

To investigate a potential correlation with observed increases in processing times near
the end of the dataset, Figure 2 reveals sentence length distributions between the two
datasets. The "mteb/stsbenchmark-sts" dataset exhibits a broader range of sentence
lengths for both the first and second sentences. The distribution is concentrated towards
shorter lengths, with two peaks: in the middle and another near the end, indicating the
presence of some longer sentences. In contrast, the "sts-companion" dataset shows a
strong bias towards very short lengths for the first sentences, while the second sentences,
though also predominantly short, display greater variability and include some exceptionally
long sentences.

Despite these differences in sentence length distribution, it is unlikely that sentence
length alone is the primary driver of the observed increase in processing time for the larger
datasets in Tables 1 and 2. While transformer-based models can show increased
computational cost with more extended sequences, the relatively modest differences in
average sentence length, especially when considering the substantial jump in processing
time for some models with the complete datasets, suggest that factors such as batching
overhead, memory limitations, or model architecture are more influential in the observed
performance scaling.

Figure 3 presents a comparative analysis of various sentence embedding models
across different evaluation metrics as the number of training records increases. Generally,
for smaller subsets of the mteb-stsbenchmark-sts dataset, the performance of most models
appears relatively stable across all evaluation metrics. However, as the dataset size
increases towards the full 8628 records, the distinctions between model performances
become more apparent. For the error rates (MSE, RMSE, and MAE), some models reveal
a degradation in effectiveness, showing increased error with larger datasets. Interestingly,
a few models seem to maintain or even slightly improve their error metrics as the data size
grows. In contrast to the varied trends in error metrics, Spearman’s correlation coefficient
and Kendall's Tau tend to follow a somewhat similar overall trend across most models:
performance generally increases and then plateaus or slightly decreases as the dataset
size expands, suggesting a common pattern in how well these models capture semantic
ranking with more data.
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Fig. 2. Sentence lengths in mteb-stsbenchmark-sts and sts-companion.

The sentence-transformers/all-roberta-large-v1 model appears to be the top
performer, consistently demonstrating high R? values and low error rates, indicating a
strong ability to model the underlying data. Following closely is BAAl/bge-base-en-v1.5,
which also shows competitive results in terms of R? and error metrics, and excels in
capturing data relationships as evidenced by its high Spearman’s and Kendall's Tau
correlation coefficients. The all-mpnet-base-v2 model generally occupies the third position,
showing stable and competitive performance across most metrics. In contrast, the
sentence-transformers/paraphrase-MiniLM-L3-v2 model consistently lags behind the
others, showing the lowest R? values and the highest error rates throughout the evaluated
data range, suggesting it may be less effective in capturing the semantic nuances within
this dataset.

Based on the evaluation metrics presented in Figure 3, the sentence-transformers-
/LaBSE model consistently demonstrates the weakest performance across a range of
dataset sizes. Evidenced by the highest MSE and RMSE, sentence-transformers/LaBSE
attains the largest prediction errors compared to other models. Furthermore, its MAE also
remains notably high. In terms of correlation, the sentence-transformers/LaBSE model
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Fig. 3. Performance metrics for sentence embedding models across varying mteb-stsbenchmark-sts dataset
sizes.

yields the lowest Spearman’s and Kendall's Tau coefficients, indicating a poor ability to
capture both the monotonic and ordinal relationships between predicted and actual
semantic similarities. While its R? values show some improvement with larger datasets, its
overall performance across the majority of the key evaluation metrics positions sentence-
transformers/LaBSE as the least effective model among those compared in this analysis.
Considering the time taken for vector representation in Table 1 alongside the
performance metrics in Figure 3 reveals interesting trade-offs. The all-MiniLM-L6-v2 model
stands out as remarkably fast, consistently achieving the lowest processing times across
all dataset sizes. However, its performance, while generally competitive, doesn't place it at
the top tier, often showing lower R? and higher error rates compared to models like all-
roberta-large-v1 and bge-base-en-v1.5. Conversely, models like sentence-transformers/
all-roberta-large-v1 and BAAl/bge-large-en-v1.5, which demonstrated strong performance
in the evaluation metrics, tend to be significantly slower, particularly as the dataset size
increases, as seen in the higher time values in Table 1. The sentence-transformers/
paraphrase-MiniLM-L3-v2, while being relatively fast, also shows the weakest performance
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Fig. 4. Performance metrics for sentence embedding models across varying sts-companion dataset sizes.

across the metrics, making it a less appealing choice when considering both efficiency and
accuracy.

Figure 4 presents a performance comparison of various sentence embedding models
across several evaluation metrics as the number of training records increases. Generally,
the models show the most significant performance changes within the initial range of data
points, tending to plateau beyond approximately 1000-2000 records. Across the metrics,
distinct performance characteristics emerge for different models. The sentence-
transformers/all-roberta-large-v1 model stands out for attaining high R? values and low
error rates, indicating a strong ability to fit the data and produce accurate predictions.
However, when considering the correlation metrics, paraphrase-mulrilingual-mpnet-base-
v2 demonstrates superior performance, consistently presenting the highest Spearman’s
and Kendall's Tau coefficients, suggesting a stronger ability to capture the monotonic and
ordinal relationships within the data. In contrast, the BAAl/bge-base-en-v1.5 model
consistently exhibits the lowest R? values and the highest error rates, along with generally
lower correlation coefficients, indicating it is the least effective in capturing the underlying
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relationships within this dataset based on these metrics. Therefore, the choice of the "best"
model depends on the specific priorities of the application, whether it emphasizes overall
prediction accuracy or the preservation of data rankings.

Based on the evaluation metrics in Figure 4, the top-performing models present a
trade-off. For achieving high prediction accuracy, as indicated by R? and error metrics,
sentence-transformers/all-roberta-large-v1 appears to be the most effective. However, for
tasks where the preservation of data relationships is paramount, the paraphrase-
mulrilingual-mpnet-base-v2 model demonstrates superior performance in terms of
Spearman’s and Kendall's Tau coefficients. Consequently, the choice between these two
as the "best" depends on the specific application priorities. The all-mpnet-base-v2 model
generally is the third-best option, showing a consistent and competitive performance across
all the evaluated metrics.

Focusing solely on Figure 4, the BAAl/bge-base-en-v1.5 model demonstrates the
weakest performance in terms of prediction accuracy, showing the lowest R? values and
the highest error rates. When considering the correlation metrics, the situation changes
with increasing data. Initially, the sentence-transformers/paraphrase-MiniLM-L3-v2 model
generally shows lower Spearman’s and Kendall's Tau values. However, as the number of
records increases, the performance of LaBSE deteriorates in terms of both Spearman’s
and Kendall's Tau, eventually becoming the lowest among all models in the higher record
range. This suggests that while BAAl/bge-base-en-v1.5 struggles most with prediction
accuracy, LaBSE's ability to preserve the relative ordering of the data appears to degrade
with larger datasets within this evaluation, ultimately making it the least effective in this
aspect at higher record counts.

Combining the performance results from Figure 4 with the timing data from Table 2
reveals a trade-off between model accuracy and computational efficiency. The all-MiniL M-
L6-v2 model, which exhibits the fastest processing times, demonstrates reasonably
competitive performance, though it doesn't excel in any single metric. In contrast, while
sentence-transformers/all-roberta-large-v1 shows strong accuracy, it is considerably
slower, as indicated by its higher processing times. The BAAl/bge-large-en-v1.5 model,
which performs well in capturing data relationships, also becomes notably more time-
consuming as the dataset size increases.

Comparing the performance of the sentence embedding models across the two
datasets (mteb-stsbenchmark-sts in Figure 3 and sts-companion in Figure 4) reveals both
consistent patterns and interesting divergences. Notably, sentence-transformers/all-
roberta-large-v1 consistently demonstrates strong performance in terms of prediction
accuracy on both datasets, achieving high R? values and low error rates. Similarly, all-
mpnet-base-v2 maintains a relatively stable and competitive performance across the board
in both evaluations. This suggests that these models possess a degree of robustness and
generalizability across different semantic textual similarity tasks. Furthermore, the
tendency for performance gains to diminish with increasing data size (beyond a certain
point) is observed in the results for both datasets, indicating a potential saturation point for
these model architectures on this type of task.

However, the identification of the weakest performing model differs between the two
evaluations. In Figure 3, sentence-transformers/paraphrase-MiniLM-L3-v2 generally
shows the poorest performance across most metrics. In contrast, Figure 4 highlights
BAAl/bge-base-en-v1.5 as having the lowest accuracy and reveals a degradation in
LaBSE's correlation performance with larger data. This discrepancy suggests that the
specific characteristics of each dataset can influence the relative strengths and
weaknesses of the models. The sts-companion dataset, for instance, might present
different semantic nuances or complexities that impact the models in varying ways
compared to the mteb-stsbenchmark-sts dataset. Therefore, while some models have
consistent behavior, the optimal choice depends on the utilized dataset.
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The comparative performance and efficiency data detailed in this section can be used
as a practical guide for model selection, enabling practitioners to weigh crucial trade-offs
between predictive effectiveness, nuanced semantic understanding, and computational
cost. This allows for the identification of the most suitable model tailored to the specific task
requirements and available computational resources within an English-language context.

CONCLUSION

This study provided a comparative analysis of several sentence embedding models,
evaluating their performance on semantic similarity tasks across two datasets and
assessing their embedding generation efficiency. The findings highlight significant trade-
offs between model accuracy and speed, alongside model-specific strengths and
weaknesses in capturing semantic relationships. The results offer insights for selecting the
most suitable model based on application-specific priorities and resource constraints.

In terms of performance metrics, all-roberta-large-v1 consistently demonstrated strong
results in prediction accuracy, achieving high R? values and low error rates across both
datasets. For capturing semantic relationships and preserving the relative ordering of
sentences, BAAl/bge-large-en-v1.5 generally excelled, particularly evident in its high
Spearman’s and Kendall's Tau coefficients. all-mpnet-base-v2 consistently offered a
balanced and competitive performance across all metrics.

Conversely, the models yielding the weakest performance varied depending on the
metric and the dataset. BAAl/bge-base-en-v1.5 tended to show the lowest R? and highest
error rates on the sts-companion dataset. Regarding the preservation of nuanced semantic
understanding, sentence-transformers/paraphrase-MiniLM-L3-v2 generally showed lower
correlation values, while LaBSE's performance in Spearman’s and Kendall's Tau
deteriorated significantly with larger datasets in the "sts-companion" evaluation.

Considering the interplay between performance and computational efficiency,
sentence-transformers/all-MiniLM-L6-v2 model stands out as the most time-efficient,
consistently generating embeddings rapidly across varying dataset sizes, albeit with a
slight compromise in top-tier semantic representation accuracy. In contrast, models
demonstrating high accuracy, such as all-roberta-large-v1, often incurred a higher
computational cost. Notably, sentence-transformers/LaBSE generally exhibited weaker
performance metrics coupled with moderate to slower processing speeds, making it a less
favorable choice when considering both factors.

Moving forward, we plan to apply the top-performing models from this evaluation, such
as all-mpnet-base-v2, sentence-transformers/all-distilroberta-v1, and sentence-
transformers/all-MiniLM-L6-v2, to custom datasets. This will allow us to assess their
generalization capabilities and fine-tune them for specific applications. Future work may
also explore techniques to optimize these models for efficiency and performance on
domain-specific data.
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AHANI3 CEMAHTUYHOI CXOXOCTI 3 BAKOPUCTAHHAM BEKTOPHUX
NMPEACTABJIEHb PEYEHb HA OCHOBI TPAHC®OPMEPIB

Bboz0daH MaenuweHko ©©, Mukona Cmacrok ©0*
JIbsiecbkuli HayioHanbHUl yHieepcumem iMeHi IeaHa ®paHka,
syn. [pazomarosa 50, 79005 flbeis, YkpaiHa

AHOTALIA

BcTyn. Mogeni TpaHcdopmMepiB cTany LeHTpanbHUM enemMeHToM obpobkn npupogHoi
MOBW, AEMOHCTPYIOYM eTaroHHy MPOAYKTUBHICTb B OLiHLI CEMaHTUYHOI CXOXOCTI, WO €
KPUTMYHO BaXXKNMBUM 3aBAaHHSAM ANg pisHOMaHITHUX goaartkis. Lii mogeni oikcytoTe geTani
B3aEMO3B'A3KIB  MDK TEKCTamu, PO3LLUMPIOIOYN  MOXIMBOCTI  OLHKM  CeMaHTU4HOI
CMOPIAHEHOCTI.

MaTtepianu Ta metoau. EdekTnBHiCTb Moaenen BOyaoByBaHHA peyeHb, 3okpema all-
mpnet-base-v2, all-MiniLM-L6-v2, paraphrase-multilingual-mpnet-base-v2, bge-base-en-
v1.5, all-roberta-large-v1, all-distilroberta-v1, LaBSE, paraphrase-MiniLM-L3-v2, bge-large-
en-v1.5, Ha aBox Habopax aaHux. [1o 4aHNX 3aCTOCOBaHO Taki KpoKku nonepeaHLoi 06pobku:
nepeBedeHHSs B HWXKHIA pericTp, BUAaneHHs CTOMN-CriB, OYMLLEHHSA Big cneujianbHUX
cumBOniB i ULMdp Ta nematun3adid. Big'emMHi 3Ha4YeHHs1 KOCUHYCHOrO KoedilieHTa noaibHoCTI,
LLIO BKa3ylTb HA CEMAHTMYHY HECXOXICTb, pO3rnsaganucs sk eKBiBaneHT OLiHK1 noaibHOCTI,
wo popiBHioe 0, a HeBig'€EMHi 3HAYeHHs1 KOCUHYCHOro koediuieHTa nogibHocCTi
macLuTtabysanucs 4o aianasoHy 0-5. [ns OuiHK/ BUKOPUCTOBYBANMUCA Taki NOKa3HMKK, Ak R?,
MSE, RMSE, MAE, koediuieHT kopensuii CnipmaHa Ta koediuieHT Kopensuii paHry
Kenpana.

Pe3ynbTatu. [NpoayKTVMBHICTL MOAENen 3aranom MnokpawyeTbes 3i 36inblIEeHHAM
obcary gaHux. 3a pesynbTaTh OLiHIOBaHHSA MoAenen BOyOOBYyBaHHS peyveHb BUSIBUIIEHO
pisHuuto B edpekTuBHOCTI. all-roberta-large-v1 npogemMoHcTpyBana BUCOKY TOYHICTb 3
BUCOKMMM 3HaYeHHAMU R? i Husbkumu nomunkamu. BAAl/bge-large-en-v1.5 uygoso
BMOBMIOE CEMaHTWYHI 3B'A3KW, E@MOHCTPYIOUYN BMCOKI 3Ha4YeHHs koedpiuieHTiB CnipmeHa Ta
Kenpanna. all-MiniLM-L6-v2 pgemoHCTpye HavwBugwe reHepyBaHHs BOyOoOByBaHb.
BAAIl/bge-base-en-v1.5 nokasye HaviHwk4yy TO4YHiCTL. Yac o06pobku, €k npaswno,
36inbLUyeTbCA 3i 36iNbLEHHSIM PO3MipY AaHWX.

BucHoBkn. Lle pocnigkeHHs BUCBITNIOE KOMMNPOMIC MiX MNPOAYKTUBHICTIO Ta
obumcnioBanbHo edPEKTUBHICTIO Npu BOyaoByBaHHI peyeHb. Bubip moaeni 3anexuTb Big,
6anaHcyBaHHs LMX hakTopiB Bi4noBigHO A0 KOHKpeTHUX noTpeb nporpamu. Y Bunagkax,
KOMW BUMaraeTbCs BUCOKa TOYHICTb, CNig HagaeaTtu nepesary all-roberta-large-v1, a Toai sk
npiopuTeTOM € WBMAKICTb, Kpalle BukopuctoByBaTth all-MiniLM-L6-v2. BAAI/bge-large-en-
v1.5 Havkpalle nigxoauTb ANS 3aBAaHb, WO BUMaratoTb PO3YMiHHSI CEMAaHTUYHUX AeTanewn.

Knroyoei csioea: cemaHTMYHA CXOXiCTb, BOyAyBaHHA peveHb, TpaHchopmepu.
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ABSTRACT

Background. The article describes the process of developing a blockchain-based
technology for information support of the processes of authentication of goods. The paper
also investigates the performance of the developed system depending on the adjustment of
four parameters: mining complexity, dependence of mining time on technical support
capacity, dependence of block creation time on the number of transactions, and dependence
of blockchain validation time on the number of blocks.

Materials and Methods. The mining complexity was analyzed in the range from 1 to 7
(with a complexity of 8 or more, mining on a working device takes too long). This parameter
determines the number of zeros that must be at the beginning of the hash to consider the
work as confirmed. Each subsequent difficulty increases the total time several times. This is
due to a significant increase in the number of operations that need to be performed during
mining. Of course, mining also depends on the capacity of the technical support, which
should be a complex of advanced processors and video cards. The analysis of the
dependence of mining time on the processor frequency was conducted for a mining
complexity of 5.

Results and Discussion. Additional processor power can significantly reduce mining
time. The next study is to analyze the dependence of block creation time on the number of
transactions. The main resource burden of this stage is the calculation of hash functions for
transactions and for the block, as well as the construction of the hash tree. From the data
obtained, we can conclude that the number of transactions in a block is its main resource
load. This should be taken into account when choosing the maximum number of transactions
per block. The last study was to identify the dependence of blockchain validation time on the
number of blocks. The data shows a linear dependence of the blockchain validation time on
the number of blocks.

Conclusion. This indicates that the validation process is not overloaded with resource-
dependent operations. As the blockchain expands over time, the expected duration of
blockchain validation can be calculated according to the following linear relationship.

Keywords: network communication, information system, counterfeit goods, blockchain
technology, product life cycle, intelligent information retrieval system

Access article distributed under the terms of the Creative Commons Attribution 4.0 License which permits
unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly
cited.

© 2025 Victoria Vysotska et al. Published by the Ivan Franko National University of Lviv on behalf of
@ ® | EnexTpoHika Ta iHdopmauinHi TexHonorii / Electronics and Information Technologies. This is an Open

ISSN 2224-088X (print) « ISSN 2224-0888 (on-line) 59


http://publications.lnu.edu.ua/collections/index.php/electronics/index
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.30970/eli.30.5
https://orcid.org/0000-0001-6417-3689
mailto:victoria.a.vysotska@lpnu.ua
https://orcid.org/0000-0002-5940-9332
mailto:oleh.prokipchuk.mnitm.2021@lpnu.ua
https://orcid.org/0000-0002-6528-9867
mailto:mariia.a.nazarkevych@lpnu.ua
https://orcid.org/0009-0004-4352-1073
mailto:roman.v.romanchuk@lpnu.ua

Victoria Vysotska, Oleg Prokipchuk, Mariia Nazarkevych et al.

INTRODUCTION

The fight against counterfeiting is ongoing every day, and many methods of identifying
authentic goods have already been developed [1-3]. The most popular are the legislative
method, the method of developing recommendations, the method of making it difficult to
copy, the method of monitoring suspicious ads, and the method of keeping records of each
unit of goods [4-6]. The system under development belongs to the latter category. The
market for the use of anti-counterfeiting methods is quite developed, as most companies
already use at least one of these methods. Among similar systems, Microsoft Aura Ledger
stands out, which also uses blockchain technology. It is delivered in the form of software
for producers of goods. The advantage of the product under development is that it unites
many manufacturers into a single network to ensure greater reliability and transparency of
data, as well as the use of two-stage identification, which provides greater accuracy. The
main consumers are manufacturers of goods that suffer material damage from
counterfeiters [7-11]. Such producers want to minimize the impact of counterfeit goods on
their profits, as well as to maintain the reputation and trust of their customers. Competitors
include other anti-counterfeiting software providers with the same level of protection.

First, it is necessary to analyze the available tools for solving the problem and select
those that are best suited for use in implementing the information system. In order to form
a set of tools, first of all, it is necessary to define the tasks to be solved. The main tasks are
as follows:

e The developed software needs to be created that allows data and blockchain to be
operated in dialogue mode with the user interface.

e The developed software should have high performance of arithmetic and algorithmic
operations, be flexible and be able to be customized and scaled.

e The developed software should be able to connect to other applications, in particular to
the same software object on other end devices, to combine them into a P2P network.

¢ Need to create a P2P server to manage information exchange between nodes.

¢ Need to create a client application in the form of a mobile app or website.

MATERIALS AND METHODS

Once the list of tasks has been compiled, the selection of tools and technologies for
their implementation begins. First of all, technical means for implementing the main
software application are selected. The technologies used in the creation of the program are
as follows: Java, Spring Boot, JavaFX, GSON, and Maven. The same set of technologies
was used to implement the P2P server and the server part of the website. The following
technology stack was used to create the client part: HTML, CSS, JavaScript. First of all, it
is necessary to choose the main programming language. Among the possible options are:
Java, Python, C++, C#. To achieve high performance, the language must be compiled.
From the available options, the Java programming language was chosen. Java is an object-
oriented programming language developed by Sun Microsystems, which was later acquired
by Oracle. Programs created using this language are compiled into bytecode, which allows
for high performance. Java is compiled into a special code that is recognized by the Java
Virtual Machine (JVM). This allows programs to run on any operating system that supports
JVM. This multi-platform capability is a big plus for the system being developed, as it allows
clients and servers to be developed for different platforms [12]. Java is also object-oriented,
which allows the system being developed to be flexible and scalable [13]. The first of the
necessary tools should be a framework for centralized object management. Modern
enterprise applications are very large and consist of hundreds of classes. With this kind of
organization, an application can quickly become highly coupled and non-scalable. To avoid
this, the application must adhere to the following rules [14]:

e Application classes should aim for Low Coupling.
e Each class should have only one duty (Single Responsibility Principle).
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e When one object creates another object, it performs the duty of creating objects, i.e.,
according to SRP, it should not do anything else but construct objects. Also, very often
objects perform several functions at once, even without considering the creation of other
objects.

There are 3 design patterns to help in this situation: strategy, control inversion, and
dependency injection.

o Strategy is a design pattern that allows a class to extend its functionality by delegating
additional work to auxiliary objects. Thanks to this pattern, all classes will have one main
duty and delegate all others.

e Dependency injection is a design pattern for changing the order in which auxiliary
objects are assigned to the main object. The class does not create auxiliary objects itself
but only declares containers for them. The controlling program injects the auxiliary
objects into the main one. In this way, the object avoids the obligation to construct
objects.

e Control Inversion is a design pattern that is a module that registers and constructs
application objects. This pattern allows you to automate the process of dependency
injection, thereby significantly reducing the complexity of the program [15].

The use of these design patterns allows for high flexibility and scalability of the
application. For the system under development, 2 possible frameworks were chosen:
Google Guice and Spring Boot. | chose the latter because of its greater functionality [16].
The next step is to choose a tool for creating the user interface. The choice of such tools
for the Java programming language is small and consists of two tools: Swing and JavaFX
[17].

Both tools allow the creation of high-quality user interfaces and were developed under
the leadership of Oracle. Starting with Java version 9, JavaFX is no longer included in the
core JDK development package and is being developed separately from Oracle. JavaFX
was chosen for this project because of its convenience and superior functionality, in
particular the ability to create designs in FXML files with XML markup, whereas in Swing,
components can only be created and populated programmatically. One of the processes
that requires a lot of extra time to implement manually is serialization and deserialization.
Serialization is the conversion of an object into a byte or character format that is convenient
for transfer to non-Java environments. Deserialization is the reverse process, i.e.
converting a character or byte format back into a software object. For this program, the
JavaScript Object Notation (JSON) character data transfer format was chosen because it
is simple to implement and easy to read. This is necessary for tracking and demonstrating
the intermediate results of the programme's work. Possible implementations of this
technology are Google GSON [19] and Jackson. GSON was chosen because of its higher
popularity, which ensures more active work on the software product.

For convenient development and ensuring the correct interaction of all software com-
ponents, it is advisable to use one of the building systems. These systems automatically
compile and link all modules into a single software package and provide the ability to control
the versions of all components and the main product. There are 3 such systems for Java:
Ant, Maven, and Gradle. Today, Ant is an outdated system. Of the two modern systems,
Maven [20] was chosen because of the widespread use of its repositories. Although Gradle
is a more modern and advanced system, not all components are compatible with it yet.

One of the key points in developing the main program is network communications. A
method of data exchange using the TCP protocol is required. Unlike UDP, TCP [21] checks
sent data for possible losses, which is very necessary in a secure and accurate system.
One way to achieve this is to use the HTTP application layer protocol, as it is based on
TCP and there are many frameworks for Java that allow this functionality to be easily
implemented. Despite this, standard Java functionality was chosen to create Socket/Server
connections for all P2P communications. This method allows a channel to be established
between the client and the server, both of which can listen and edit. This approach is
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necessary for implementing a P2P network because the communication of such a
connection is not regulated by higher-level protocols and can therefore be arbitrary for the
developed product. Although the HTTP protocol was rejected for the implementation of a
P2P network, it is an integral part of a web server. For the client application, the option of
a website that communicates with the server using the HTTP protocol was chosen. HTTP
is an application-level protocol based on the TCP/IP protocol stack. Communication
between the server and the client is performed using a request-response pattern. The client
forms a request, fills it with data and sends it to the server. In turn, the server processes
the request and sends a response to the client. Communication takes place using one of
the following methods: GET, POST, PUT, DELETE, OPTIONS, HEAD, PATCH, TRACE,
CONNECT [22]. In most cases, the first four methods are used. There are several basic
ways to implement such a server, but they are all based on the use of a Servlet container.
A servlet is a software unit (object) that processes a client request in a separate thread.
The most popular implementation of a Servlet container is Tomcat [23]. However, Spring
Boot, which is already used in the program under development, contains extensions
compared to Tomcat, which increase its functionality and simplify interaction with other
Spring Boot components, which is why this tool is chosen for the implementation of the web
server.

In turn, the client side is a web application. Any website is based on three main
technologies: HTML, CSS, and JavaScript. This technology stack has no current
analogues, so the choice is quite simple. At the beginning of the Internet's development,
various tools could be used to create a website, but over time, they have all been ousted
from the market.

JavaScript is a scripting language that is executed every time a website is launched.
It is used to execute all the logic of a website, as well as to provide user interaction with the
website and to asynchronously exchange data with the server. The language's runtime
environment, such as a browser, usually restricts the language's access to the resources
of the owner's device, so visiting websites is completely safe, as the execution of dangerous
scripts has been prevented. Since the language is scripted, the user could call new
commands directly while using the website [24]. When the technology stack has already
been formed, it is time to choose software development and testing environments. The first
such environment should be a tool for developing, compiling, and running Java code.
Today, the main competitors on the market are Eclipse and JetBrains Intellij Idea.
NetBeans used to be an active participant in this competition, but now its market share is
very small. Based on a general review of previous products, it can be said that these are
very powerful and functional tools. A more detailed comparison is shown in Table 1. To
perform this work, we obtained a student license for the Intellij Idea Ultimate Edition [25].

The second necessary tool is a means of debugging and testing the client web
application. Most browsers today have built-in tools for this purpose. The most popular
among them are Google Chrome, Firefox, and Opera. Among the above-listed options,
Google Chrome was chosen due to its functionality and ease of use. All hardware and
software tools are used to perform this work in a specific configuration. Each of them
contains its own unique parameters that characterize a particular application. Most tools
contain such characteristics as product version, developer, system requirements, etc. For
selected software products, here are their detailed specifications.

To date, blockchain has become widespread and is used in many areas of everyday
life, especially in cryptocurrencies such as Bitcoin, Ethereum, Binance Coin, Tether, Bitcoin
cash, Litecoin, and others [26]. The principle of blockchain operation is shown in Fig. 1.

The main qualitative characteristic of this technology is the security and transparency
of this data structure, as new blocks can only be added to the blockchain without the
possibility of editing them. This means that any data entered into the blockchain becomes
visible to all its participants and remains there in its original format for the entire duration of
the blockchain's existence. There are many blockchain implementations, so its behavior
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Table 1. Comparison Intellij Idea and Eclipse

Parameters Intellij Idea Eclipse
ST Minimum 2 GB of RAM Minimum 0.5 GB of RAM
requirements
Distribution . . .
method Free with paid version Free
Debugging An extended set of debugging tools Standard debugging tools
Plugins 750+ plugins 1250+ plugins
Auto-complete Automaton Use the key combination Ctrl +

Space

Productivity Optimized for indexed transactions Faster under heavy loads

Refactoring An extended set of tools Standard set of tools

Design Modern design, easy to use Outdated and overloaded design

Focus Small and medium-sized projects Large projects

and characteristics can often vary from one product to another. The first successful and
most well-known blockchain implementation, Bitcoin, was taken as a basis for this paper.
A block is the basic structural unit of a blockchain. The only operation to change the
blockchain is to add a new block to an existing chain. Blocks are created by the nodes of
the blockchain network. In addition to being a structural unit of the chain, the most important
function of a block is to be a receptacle for data that must be unchanged. A block consists
of a header and basic data. The header of a block is also called its metadata. This division
was created due to the fact that the blockchain can reach very large sizes with prolonged
use. Thus, the Bitcoin cryptocurrency today occupies more than 200 GB. This is not a
problem for specialized desktop devices, but for mobile devices, downloading 200 GB of
data can be a challenge. For optimization purposes, the block was divided into a header
containing the minimum required data set and the main body. This makes it possible to
develop mobile clients that work only with block headers. Such mobile clients have one
drawback. If necessary, they have to download the necessary data, and when using such
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Fig. 1. Principles of blockchain robots.
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Table 2. Block structure

Field Size
Caption
Hash of the previous block 32 Byte
Hash block 32 Byte
Hash root 32 Byte
Hour of creation 8 Bytes
Appendix (nonsense) 8 Bytes
Main part
Hash tree Depending on the number of transactions
List of transactions Limited to implementation

a client, it is very important to make sure that this download is carried out from a reliable
source. The structure of the block is shown in Table 2. Thus, the size of the block header
is 112 Bytes. Let's take a closer look at each of the components [27].

A Block Hash is a unique block identifier obtained by passing the block header through
a hash function. The SHA-256 hashing algorithm was used to perform this work. The
algorithm generates 256-bit hash for any data. To form a chain, the blocks must be
connected in a certain way. Each block contains a reference to the previous block in the
form of a hash of the previous block (Previous Block Hash). As a result, having the last
block, it is possible to trace the initial block by moving through the previous hashes. The
hash of the previous block is included in the data used to calculate the hash of the current
block. This provides protection against data tampering. If the data of any block of the
blockchain is changed, all subsequent blocks become invalid. The Merkle root is the root
of the hash tree. A Merkle tree is a tree built based on hash values of transactions. The
tree is built using the following algorithm:

e The construction starts with the tree leaves, which are the hashes of each of the
submitted transactions.
Transaction hashes form a queue.
2 elements are selected from the queue, and a parent node is created on their basis.

e The parent node is created as a result of passing the concatenation of children's hashes
through the hash function.

e The resulting node is added to the queue of the next stage.

e The operation is repeated until the current queue is over, after which the queue of the
next stage becomes the current one.

e The general algorithm is repeated until there is only 1 element left in the final queue,
which is the root of the tree.

Thus, each parent node is a hash of the hashes of the child nodes [28]. Blockchain
nodes always accept only the longest chain of blocks, all others are considered irrelevant
and discarded. The blockchain is already protected from data tampering by hashing it, but
what prevents an attacker from creating a longer chain of blocks so that other nodes will
accept the fake blockchain as the real one? The Proof-of-Work algorithm was developed
to prevent such a situation. This algorithm is based on the fact that the creation of each
block should be accompanied by certain resources and time costs of the processor. The
process that provides such costs is Mining. Mining a block means selecting a Nonce value
such that the block's hash starts with a certain number of zeros. The number of zeros that
should be at the beginning of the hash is determined by the complexity of mining. Difficulty
is a configuration parameter that can be used to control the duration of mining. There are
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two main algorithms for selecting a Nonce value: iteration and the use of random numbers.

The use of random numbers allows this algorithm to be executed in parallel in multithreaded

mode to increase mining performance. Thus, in order to create a fake chain that is longer

than the actual one, it is necessary to perform Proof-of-work for each block of the new
chain. If the mining time is 10 minutes and an attempt is made to compromise a blockchain
with a length of 1,000 blocks, this will take 10,000 minutes. This makes such attacks
virtually impossible. The main data of a block is its transactions. A transaction stores secure
data that can interact with each other. The person who creates the block (miner) is not
necessarily the owner of the transaction. A node receives transactions from other nodes,

combines them into a single block, and adds them to the blockchain. The content of a

transaction can be anything. In the Bitcoin system and in the application of this paper, the

filling is used in the form of transferring a numerical balance from one wallet to another. A

transaction consists of: transaction id, sender's address, recipient's address, transferred

balance, inputs, outputs, additional data, and an electronic digital signature. Let's take a

closer look at each of the elements:

e The transaction Id is its unique identifier assigned after its creation.

e The sender/receiver addresses are the public keys of the wallets.

e A wallet is a set of public and private cryptographic keys. The balance of a wallet can
be calculated. A wallet is used by the sender to create a transaction to transfer funds to
another wallet. The public key of a wallet is used as its address and to verify digital
signatures. The private key of a wallet is used to create a digital signature for a
transaction. Public and private keys are generated using the RSA algorithm. The
generation of such keys depends on random numbers. In turn, the algorithm for
generating such numbers must not have any patterns.

e RSA is an asymmetric cryptographic encryption algorithm based on the properties of
large prime numbers. The purpose of the algorithm is to encrypt data and create a digital
signature. The algorithm is widespread today and is used in many applications [29].

To start the system, it is necessary to combine the nodes into a single network, as the
reliability of the blockchain directly depends on the number of users. When implementing
the standard, it was decided to move away from the standard centralized client-server
model in favor of the decentralized P2P model. P2P is a network topology in which each
participant can simultaneously act as a client, making requests to one group of nodes, and
be a server, responding to requests from another group of nodes. Such a network is not
hierarchical, and all its endpoints are on the same level. If one of the nodes fails, the
network can still operate correctly. The nodes of such a network are called peers [30].
There are several ways to organize such a network: decentralized, centralized, and mixed.
Decentralized P2P consists only of nodes located on the 1st level, and neighboring peers
are used to find nodes. In a centralized P2P, there is a server that knows the addresses of
the nodes, and when establishing communication, peers contact the server to get the
addresses of other peers. The mixed method uses both approaches.

In a blockchain, each pir has its own local copy of the blockchain. When a node starts
working, it scans the network for the longest chain of blocks, and if it finds one, it updates
its local copy. When a node creates a block, it sends it to all available peers. Both processes
have one thing in common: validation. Among the network nodes, there can be both reliable
peers and malicious actors that promote fake data. To avoid distortion of the blockchain,
each node checks all data received in the network for validity. The validation algorithm
sequentially goes through each block and recalculates all the data in search of
inconsistencies, such as transactions created by someone other than the wallet owner,
distorted block data, etc. Such verification may be slow if there are a large humber of
blocks. When planning the implementation of a blockchain, it is necessary to carefully
choose the means of its creation. It was decided to create all the logic in the Java
programming language. To demonstrate the operation and structure of the blockchain, it
was decided not to use auxiliary libraries to create it, but to implement it manually. Manual
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implementation also provides more flexibility in development and control. The next step is
to select auxiliary algorithms and tools for their implementation. The hashing algorithm used
was SHA256, as it is quite common and is used in the Bitcoin product, which became the
basis for the developed IP. The algorithm can be conveniently implemented using the Java
package java.security. RSA was chosen as a cryptographic algorithm primarily because it
can be easily implemented using the java.security package. Its main analogue was the
ECDSA algorithm, which is based on the properties of elliptic curves, but its implementation
in Java is complicated. To generate random numbers, we chose the SecureRandom tool
from the java.security package. When choosing the type of network topology, the main
criterion was the ability to manage nodes for commercialization. That is why a centralized
type was chosen.

Summary of the main material

The first step in using the application is to go to the Products menu. After switching, a
blank table of product types and possible options will be displayed. To create a new product
type, click the ‘Units’ button. This will open a modal window where you can enter data for
the new product. A special feature of this window is the ability to manually enter product
type keys or automatically generate them using the ‘Generate Keys’ button. As a result of
creating several product types, the window for viewing these types will look as shown in
Fig. 2 below. At this stage, you need to select a specific type of product and press the
"Units" button to go to specific units of goods (Fig. 3). Each physical item is a product unit.
Although different units may have the same product type, each product unit has unique
identifiers to distinguish the required product. Create several product units using the "Add"
button (Fig. 4). Both the product type creation window and the product unit creation window
have a defined key for automatic field generation. In this case, the "Public Info" and "Private
Info" fields must be saved, they will be needed later (Fig. 5).

This is what the product units scene looks like after creating several instances. The
next step is to add the created data to the blockchain. To do this, return to the main menu
and open the transaction scene using the ‘Transactions’ button. The only thing visible in
this scene will be an empty transaction table, as no transactions have been created yet. To
automatically create the necessary transactions, click the ‘Refresh’ button (Fig. 6).

In Fig. 6, there are four automatically generated transactions. Three of them
correspond to the three created units of goods and have a balance of 1, and the last

Id Public Key Private Key Description
MIGIMAOGCSqGSIb3DQEBAQUAAAGNADCBIQKBGQ...  MIICdwIBADANBgkghkiGOWOBAQEFAASCAmMEwggld... {"name’: "Xiaomi Redmi Note 7 Pro”,"specs™" %3Ch3%3ENETWORK%3C...
MIGfMAQGCSqGSIb3DQEBAQUAA4AGNADCBIQKBGQ...  MIICdgIBADANBgkghkiGOWOBAQEFAASCAmAwWggIc..  {"name”: "Apple Iphone 7°,"specs™:"%3Ch3%3ENETWORK%3C2%2Fh3%3E...
MIGfMAQGCSqGSIb3DQEBAQUAAIGNADCBIQKBYQ...  MIICAQIBADANBgkqhkiGIWOBAQEFAASCAIBWOQIbA.. {"name’: "Apple Iphone 8","specs™"%3Ch3%3ENETWORK%3C%2Fh3%3E ...
MIGMAOGCSqGSIb3DQEBAQUAA4GNADCBIQKBGQ...  MIICdwIBAD. iGOWOBAQEFAASC - {'name": "Apple Iphone X","specs™"%3Ch3%3ENETWORK%3C%2Fh3%3..
MIGMAQGCSqGSIb3DQEBAQUAAIGNADCBIQKBYQ...  MIICdgIBADANBgkghkiGSWOBAQEFAASCAmMAWggIC..  {"name": "Samsung Galaxy S21","specs™"%3Ch3%3ENETWORK%3C%2Fh..

[T U TER FRN

Fig. 2. Scene of product types.
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Product Units of type: 1
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Fig. 3. Product unit scene.
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B Add product unit m| X

Product Unit

Public Key: MIGIMADGCSqGSIb3DQE
Private Key: = MIICdwIBADANBgkghkiG
Public Info: http://192.168.0.107:8081
Private Info: | http://192.168.0.107:8081
Confirm Generate fields Cancel

Fig. 4. Product unit creation window.

Id Product Type Public Key Private Key Public Info Private Info Data
1 1 MIGMAOGCSQGSIb3DQEBAQUAA... MIICAWIBADANBgkahKIGIWOBAQ... hitpy//192.168.0.107:8081/product... http://192.168.0.107:8081/consum... NuUbbspgAeUorjiBKIcBbGfpOixemmeds
2 1 MIGfMAOGCSQGSIb3DQEBAQUAA... MIICdgIBADANBgkghkiGOWOBAQE... http://192.168.0.107:8081/product... http://192.168.0.107:8081/consum... O2wxB:ZPmKBIqurM4/gvWijlKi+ilzvud
3 1 MIGfMAOGCSQGSIb3DQEBAQUAA... MIICAwIBADANBgkqhkiG3WOBAQ... http://192.168.0.107:8081/product... http://192.168.0.107:8081/consum... Y4vh5P11WgpBFhUjMKk9+FDNZYPEwIu7
< >

Add Back
Fig. 5. Product unit scene.
Transaction Id From To Value Data Signature

2 MIGIMAOGCSqGSIb3DQ...  MIGIMAOGCSgGSIb3DQ...  1000.0 g3X+grwcnDKxAg50V40...

3 MIGIMAOGCSqGSIb3DQ...  MIGIMAOGCSqGSIb3DQ... 1.0 NuUbbspgAeUorjlBKIcBb... FérnzqgA38XHoQktp96Z...

4 MIGIMAOGCSqGSIb3DQ...  MIGIMAOGCSqGSIb3DQ.. 1.0 O2wxBxxZPmKBIqurM4y/...  IwleGWMwixHIrxqugKe0...

5 MIGIMAOGCSqGSIb3DQ...  MIGIMAOGCSqGSIb3DQ.. 1.0 Y4vh5P11WgpBFhUjMK9... MqB8WIJAEfnfdHLGTHTPly...

Refresh Create and mine new block Back

Fig. 6. Transaction viewing scene.

transaction, with a balance of 1000, corresponds to the transfer of funds from the base

wallet to a specific type of goods. This is necessary so that units can be created from a

type of goods. After such a transfer, it is possible to create 1,000 units of one type of goods.

To create a block based on the transaction data and add it to the blockchain, click the

‘Create and mine new block’ button, which will open the ‘Create Block’ modal window (Fig.

7). The creation of a block is visually divided into three stages:

¢ Notification of how many transactions will be added to the created block. This value
depends on the number of transactions created and the maximum possible number of
transactions in a block. In this example, the maximum number of transactions is set to
4, so all transactions are included in the block. If there are more transactions, it is
necessary to repeat the block creation until all transactions are applied.

e The mining stage is the longest stage, depending on the set complexity.

e Block creation status can be either successful or unsuccessful.

After creating a block, one can proceed to the main menu and the blockchain stage
by pressing the ‘Blocks’ button (Fig. 8). On this stage, it is possible to view all blocks and
values recorded in the blockchain. By default, this list is organized into a tree structure,
sorted by blocks in descending order, and all its values collapsed. Use the ‘Refresh’ button
to update the list of blocks to the current one. Now the manufacturer needs to generate QR
codes using any generator based on the saved ‘Public info’ and ‘Private Info’ fields and
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B Create Block O x B Create Block O ped B | Create Block O x
Mining...
4 transactions are waiting to start mining. Block was successfully created!
e®%e
:
.
)

Fig. 7. Stages of creating a block.

hash: 0000534406112 2041239151085 308205352 285919567 1 3804 e 1 /09180038

previousHashe 000007e9c4c418fcad185e9at 3 365881 5aed 3¢ 1e2 T0DEd 147514 308017 d
merkleRoor eS06i7iE 3445654 3ca7cAa0335 500647 3049808 5509542070 5046846 28000 23
¥ merdeTres

¥ root
value: eSd6fTHE2445e543caT c3a%230 500547 2849868550954 20705446846 28d0d2 2
* leftChild
» nightChild
¥ Uansallions
>
[
k3
LE
umeStamp: 1619251253004
none: B34292

* Bk 1

Fig. 8. Blocks viewing scene.

place them on the product packaging (Fig. 9). The control example continues from the
buyer's side, and the first step is to scan the public code. Upon receiving the product, before
unpacking it, the buyer can scan the external QR code and find out whether the product
has already been used and whether the code leads to the correct manufacturer.

Fig. 10a shows what this page looks like on a mobile device. From the information
obtained, it is possible to determine the correct manufacturer's website, verify that the
characteristics of the actual product match the information on the website, and confirm the
status of the product as unused. Therefore, it can be concluded that the product is
authentic. Otherwise, the product is determined to be counterfeit, and the buyer can either
refuse to purchase the product or contact the appropriate consumer protection authorities.
Since this product is authentic, the buyer opens the package and scans the internal QR
code. As a result of scanning the internal QR code, the buyer receives information about
the specific product, such as activation codes, promo codes, etc. Here comes the second

Public Info
Fig. 9. Generated QR codes.
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Fig. 10. Transition by a) Public Info, 6) Private Info Ta c) re-transition by Private Info.

authentication factor: the buyer checks whether the product ID from the public and private
QR codes match, and then scans the public QR code again, which changes the status of
the product to ‘used.’ After scanning the external QR code again, the buyer sees that the
product is now used. At this point, the authenticity check is complete, and the buyer can
start using the product. The control example continues from the manufacturer's side. When
the private link is clicked, a consumption transaction is created in the manufacturer's
Product Chain app, as shown in Fig. 11, which must also be added to the block and then
to the blockchain.

Transaction Id From To Value Data Signature

6 MIGIMADGCSgGSIb3DQ... MIGMAOGCSGGSIb3DQ... 1.0 UjgyBbRg8vbdX1KGdaetl...

Refresh Create and mine new block Back

Fig. 11. Transaction of consumption of goods.

Since the application is connected to a P2P server, it can send and receive data from other
nodes. Let's start another process of the manufacturer's client application running on other ports
using the command: java -DSERVER_PORT=8001 -DCLIENT_PORT=8102 -DWEB_
SERVER _PORT=8082 -jar ProductChain.jar. The new application will no longer have an empty
blockchain but will download the existing blockchain from the first node (Fig. 12).

» Block 3 | » Block 3
» Block 2 » Block 2
» Block 1 » Block 1

Fig. 12. Two processes of the Product Chain application running simultaneously/

Both processes contain the same number of blocks. From this point on, after each
new block is mined, this block is distributed throughout the blockchain network so that all
its nodes have the most up-to-date state. However, the same feature is also a difficulty
because if a node receives a new block during the mining process, it will have to cancel
mining and start creating the block again. To demonstrate this phenomenon, we start
mining simultaneously on two processes (Fig. 13). According to the conclusions of each
block, the mining of the first process was unsuccessful, while the second was successful.
In other words, the first process received a new block during mining and stopped it in order
to add the block to the local copy of the blockchain and recreate the transactions.
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Transaction Id From To Value | Transaction Id From To Value

MIGIMADGCSqGSIb3DQ.. MIGIMADGCSqGSIb3DA..  1000.0 7 MIGIMADGCSqGSIb3DQ.. MIGMADGCSqGSIb3DQ.. 1000.0
MIGIMADGCSqGSIb3DQ... MIGIMAOGCSqGSIb3DQ.. 1.0 b 8 MIGIMADGCSqGSIb3DQ... MIGMADGCSqGSIb3DQ... 1.0
B Create Block a x
.
Block was successfully created!
Block was NOT created!

Fig. 13. The result of the simultaneous mining of blocks of two processes

To optimize further work with the program, as well as to search for opportunities to
increase performance by changing the working environment, the performance aspects of
the system are studied depending on the adjustment of certain parameters. The first such
parameter is mining complexity. This parameter determines the number of zeros that must
be at the beginning of the hash in order for the work to be considered confirmed. Thus, the
complexity range from 1 to 7 is investigated (at complexity 8 and above, mining on the
working device takes too long). The results of the analysis are shown in Fig. 14.

3000000
2500000
2000000
1500000
1000000
500000
0

2721000

152500
3 20 60 800 6500

2 3 4 5 6 7
Time (ms) complexity

Fig. 14. Graph of the dependence of mining time on its complexity.

The time is shown in milliseconds. This graph shows that each subsequent complexity
increases the total time several times. This is due to a significant increase in the number of
operations that need to be performed during mining. Of course, mining also depends on
the power of the technical equipment. Real devices that mine on a regular basis are a
bunch of fancy processors and graphics cards. The dependence of mining time on
processor frequency is shown in Figure 15. The analysis was performed for mining
complexity - 5. The data shows that additional processor power can significantly reduce
mining time. The next subject of research is block creation. The main resource load at this
stage is the calculation of hash functions for transactions, for the block, and the construction
of a hash tree. The results of the study are shown in Figure 16. From the data obtained, it

20000 18770
15000
10000
5000 3940
0
0,0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5
TIME (MS) FREQUENCY (HERTZ)

Fig. 15. Graph of mining time versus processor frequency.
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Fig. 16. Graph of block creation time vs. number of transactions.

can be concluded that the number of transactions in a block is its main resource load. This
should be taken into account when selecting the maximum number of transactions per
block.

The last study was to determine the dependence of blockchain validation time on the
number of blocks. The results of this study are shown in Figure 17. The graph shows a
linear dependence of the blockchain validation time on the number of blocks. This indicates
that the validation process is not overloaded with resource-dependent operations. As the
blockchain expands over time, you can expect the expected duration of blockchain
validation to be linearly dependent on.

500
400
300
200
100

0
0 200 400 600 800 1000 1200
TIME (M5} MNumber of blocks

Fig. 17. Graph of the dependence of blockchain validation time on the number of blocks.

RESULTS AND DISCUSSION

As a result of the work, an information system for verifying the authenticity of goods
based on blockchain technology was developed. All necessary modules for a complete
demonstration of the system were developed, including blockchain modules, a
manufacturer's user interface, and a web server. A P2P server was also implemented,
allowing the developed software applications to interact. The issues were studied, a system
analysis was carried out, and technical means of implementation were selected. After that,
the system was developed and its behavior was studied. The work also included a study of
the performance aspects of the developed system depending on the adjustment of four
parameters: mining complexity, mining time dependence on technical capabilities, block
creation time dependence on the number of transactions, and blockchain validation time
dependence on the number of blocks. The mining complexity was analyzed on a scale from
1 to 7 (at complexity 8 and above, mining on a working device takes too long). This
parameter determines the number of zeros that must be at the beginning of the hash in
order for the work to be considered confirmed. Each subsequent complexity increases the
total time several times. This is due to a significant increase in the number of operations
that must be performed during mining. Of course, mining also depends on the power of the
technical equipment. Real devices that mine on a regular basis are a complex of advanced
processors and video cards. An analysis of the dependence of mining time on processor
frequency was performed for mining difficulty - 5.

CONCLUSION

Additional processor power can significantly reduce mining time. The next study is an
analysis of the dependence of block creation time on the number of transactions. The main
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resource load at this stage is the calculation of hash functions for transactions, for a block,
as well as the construction of a hash tree. From the data obtained, it can be concluded that
the number of transactions in a block is its main resource load. This should be taken into
account when selecting the maximum number of transactions per block. The last study is
to identify the dependence of blockchain validation time on the number of blocks. The data
obtained shows a linear dependence of blockchain validation time on the number of blocks.
This indicates that the validation process is not overloaded with resource-dependent
operations. When expanding the blockchain over time, the expected duration of blockchain
validation can be calculated according to the linear dependence.
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IHOOPMALIUHI TEXHONOrI ANA AYTEHTU®IKALII JAHUX HA OCHOBI
BNOKYENHY

Bikmopisi Bucoybka? ©©, Onee Mpokinyyk! 0O, Mapiss Hazapkeeuy? DO ¥,
PomaH PomaHuyk' 09

"Kagpedpa iHghopmayitiHux cucmem ma Mepex

HaujoHanbHozo yHisepcumemy «JfIbgiecbka ronimexHika,

8yn. Cmenara baHdepu 12, m. Jibeie, 79013, YkpaiHa

?Kagpedpa padioghizuku ma komMn'romepHUx mexHosnoail

Jlb8igCbK020 HauyioHaIbHO20 yHigepcumemy iMeHi lsaHa @paHka,

8yn. [lpazomaHosa 50, Jlkeig, 79005, YkpaiHa

AHOTALIA

BeTyn. B cTatTi onMcaHo npouec po3pobneHHs TeXHONOorii iHpopmauiiHoi NigTpUMKN
nepesipKkM aBTEHTMYHOCTI TOBApiB HA OCHOBI 6rnokyeliH. B po6oTi 3aincHEeHO OOCNiAXKEHHS
weuakodii  po3pobrneHoi cucTeMu 3anexHO Bif KOperyBaHHA YOTMPbOX MapaMeTpiB:
CKMafHICTb MaWHiHry, 3anexHiCTb Yacy MaWHiHry Big MOTY)XXHOCTEW TEXHIYHOro
3abe3neyeHHs!, 3anexHiCTb Yacy CTBOPEHHS B6MOKy Bif KiNbKOCTI TpaH3aKLUin Ta 3anexHicTb
Yyacy Banigauii 6rok4eriHy Bif KinbKocTi 6r1okiB.

MaTtepianu Ta meToaun. AHani3 CKNnagHOCTI ManHiHry NPoOBOAMBCA B Mexax Big 1 o 7
(Ha cknagHocTi 8 Ta BinbLue, MavHiHT Ha pobo4oMy NPUCTPOI BiAOyBaeTLCA 3aHaATO AOBIO).
Llen napameTp B13Havae KinbKicTb HyniB, WO MalTb ByT Ha novaTky xeLy, wob BBaxaTtu
poboTty nigTBepmxkeHot. [ani cknagHicTb 36inbluye 3aranbHUM Yac poboTu y Aekinbka
pasiB. Lle nos’sizaHo i3 30iNblLUEHHAM KiNbKOCTi onepauii, Wo HeobXigHO BUKOHATWU Mpu
MaViHiHry. 3BICHO MalHiHI TaKoX 3anexuTb Bif, NOTY>KHOCTEW TEXHIYHOIO 3abe3neyveHHs, sKi
MatoTb BYTU KOMMMEKCOM NepeaoBUX MpoLecopiB Ta BigeokapT. AHani3 3anexHocTi Yacy
MaWnHIHry Big YacToTu npouecopa NpoBeAeHUN AN CKNaaHOCTI MaviHiHry - 5.

PesynbTatn. [ogatkoBa MOTYXHICTb MpoLecopa MOXe 3HayHO CKOpPOTUTU 4ac
MaWiHiHry. HacTynHum JocnifgxeHHAM € aHani3 3anexHoCTi Yacy CTBOpeHHs 6rnoky Bia
KinbKOCTi TpaH3akLin. OCHOBHE pecypCHE HaBaHTaXEHHSA LbOro etany € 064YMCrNeHHs XeLu-
dYHKLiM onda TpaH3akuin ans 6noky, a Takox nobyaosa xelw-Aepesa. 3 OTPMMaHNX AaHNX
MOXHa 3p0oOUTM BUCHOBOK, LLO KiNbKiCTb TpaH3akuiin GrOKy € OCHOBHWM WMOro pecypCHUM
HaBaHTaxeHHsM. Lle BapTo BpaxoByBaTV nNpu BUBOPI MakCUManbHOI KiNbKOCTi TpaH3aKLii
0o 6roky.

BucHoBku. OcCTaHHIM [OCMiIKEHHAIM € BUWSIBMEHHS 3anexHoCTi 4acy Banigauii
6rok4erHy Big KinbKocTi 6rokiB. 3 OTpMMaHWX AaHWMX BUNNMBAE MiHiHa 3anexHicTb vacy
Banigauii 6rokyerHy Big KinbkocTi 6rokiB. Lle curHaniaye npo Te, Wwo npouec Banigauii He
nepeBaHTaXeHW pecypco3anexHuMm onepauiamu. Mpu po3wmpeHHi 6rok4YenHy 3 Yacom
MOXHa pO3paxoByBaTW Ha OdiKyBaHy TpvBaniCTb Banigauii 6mokyeriHy 3a niHiNHO
3aNEeXHICTHO.

Knrouyoei crnoea — mepexeBui 3B’A30K, iHpopMaLliiHa cucTema, KoHTpadakTHMI ToBap,
TeXHOMorisi GIIOKYENH, XUTTEBUIA LMK NPOAYKTY, iHTENeKTyanbHa cuctema
noLuyky iHdopmadlii.
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ABSTRACT

Background. Autonomous mobile robots require robust real-time obstacle avoidance
algorithms to navigate dynamic environments safely. The Artificial Potential Field (APF)
method remains widely adopted for local path planning due to its computational efficiency
and conceptual simplicity. However, conventional implementations suffer from two well-
documented limitations: local minima and computational inefficiencies. This study
investigates two probabilistic APF variants — a Gaussian formulation (ODG-PF) and a
Laplace-based approach to address these limitations

Materials and Methods. A comparative framework was developed using ROS2/Gazebo
with TurtleBot3 as target platform. The Gaussian APFM (ODG-PF) and Laplace APFM were
mathematically modeled, with key differences in their repulsive force calculations: Gaussian
uses squared terms, while Laplace employs absolute values. Both methods were tested in
identical static environments with 25 repeated runs (28 steps each). Performance metrics
included computational time and path length, analyzed via boxplots, kernel density
estimation, and Mann-Whitney U tests (p<0.05).

Results and Discussion. The Laplace APFM demonstrated superior efficiency, with
34% faster median execution time (68 ps vs. 104 ps) and tighter interquartile range (28 ps
vs. 52 ps). Its unimodal time distribution contrasted with the Gaussian's bimodal pattern,
attributed to simpler arithmetic operations. While both methods achieved collision-free
navigation, Laplace generated statistically shorter paths (p=0.0001), though with marginally
higher variability. The Gaussian method's squaring operations introduced computational
overhead without navigational benefits.

Conclusion. The Laplace-based APFM outperforms its Gaussian counterpart in
computational speed and path optimization, making it ideal for resource-constrained
systems. These findings suggest that simpler mathematical formulations can yield superior
real-world performance in obstacle avoidance applications. Future work should validate
these findings in dynamic environments and explore hybrid implementations with global
planners.

Keywords: cyber-physical system, information technologies, obstacle avoidance,
mobile robotic platforms, 10T concepts, wheeled mobile platform

INTRODUCTION

In the field of robotics, a significant area of research and development is focused on
autonomous mobile robots. These advanced systems are designed to navigate
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independently and make context-specific decisions in real time. This capability enables
them to operate without human intervention, responding adaptively to dynamic
environments based on continuous sensory input.

Autonomous mobile robots are employed across a wide range of applications.
Examples include service robots in hospitality environments, such as waiter robots that
deliver food and beverages, and transport robots used in industrial settings to move goods
efficiently. A particularly prominent example is autonomous vehicles, commonly referred to
as self-driving cars. These systems integrate sophisticated sensor arrays and
computational algorithms to interpret their surroundings, allowing them to navigate complex
traffic scenarios and reach destinations without human control.

These examples underscore the wide-ranging applicability of autonomous mobile
robots and emphasize their potential to transform numerous sectors, including hospitality,
logistics, and the automotive industry. The continued development and optimization of
these systems remain a central focus within the robotics research community, with ongoing
efforts directed toward advancing their functional capabilities and broadening their domains
of deployment.

One of core software components in autonomous mobile robots is the set of algorithms
dedicated to path planning and obstacle avoidance. These algorithms are essential for
enabling functionalities such as autonomous parking, evasive maneuvers in emergency
scenarios, and ultimately, full autonomy in navigation and control.

Path planning is typically categorized into two main types: global and local. Global
path planning relies on data from Geographic Information Systems (GIS) in conjunction
with global localization techniques. This approach requires the robot to possess a
comprehensive, large-scale understanding of its environment, enabling navigation over
extended distances - such as traversing urban areas or intercity routes.

In contrast, local path planning requires only the robot’s relative position and real-time
perception of obstacles within its immediate environment. This form of planning focuses on
short-range navigation and dynamic interactions with the surroundings, such as avoiding
pedestrians on a sidewalk or maneuvering around other vehicles in traffic. Local path
planning is crucial for ensuring safe and responsive behavior in unpredictable and rapidly
changing environments.

A wide range of algorithms has been developed to address both global and local path
planning challenges. Each of these algorithms presents distinct advantages and limitations,
and their selection can have a substantial influence on the overall efficiency, reliability, and
safety of autonomous navigation. Comprehensive reviews of these path planning
techniques, including their underlying methodologies and application domains, can be
found in the literature [1, 2, 3, 4].

Obstacle detection and avoidance constitute a critical component of local path
planning algorithms, serving a vital role in ensuring the safety of both the autonomous
system and its surrounding environment. This area has been the focus of extensive
research over several decades, leading to the development of numerous methodological
approaches. Many of these techniques have demonstrated practical effectiveness and
have been successfully implemented in real-world applications.

To effectively avoid collisions, a robot must not only detect obstacles but also
dynamically recalculate its path and modify its trajectory in real time. Real-time responsive-
ness is essential for navigating complex and dynamic environments safely and efficiently.

The initial step in obstacle avoidance involves the robot detecting potential obstacles
using its onboard sensors. Once an obstacle is identified, the system must generate a new
trajectory that enables safe navigation around the object. This alternative path must be
computed with minimal latency to ensure that the robot can adjust its motion in real time,
thereby preventing collisions and maintaining smooth path.

Additionally, the robot must be able to adapt to dynamic changes in its environment.
For example, if a new obstacle unexpectedly occurs in its path, the robot needs to rapidly
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detect the obstacle, compute an alternative route, and adjust its trajectory in real time to
ensure safe navigation.

This demonstrates the complexity inherent in autonomous mobile robots and
highlights the critical importance of ongoing research in this domain. The development and
optimization of robust obstacle detection and avoidance algorithms remain central to
robotics research, with the objective of improving the safety, reliability, and efficiency in
terms of path length, computational time and resources of autonomous systems.

The obstacle avoidance problem can be framed as follows: A robot is situated within
an unknown environment. The robot is expected to reach a specified target location or
following a goal direction, all while navigating around any obstacles that may occur on its
path. More detailed overview of the problem is presented in [1, 2].

MATERIALS AND METHODS

The Artificial Potential Field Method (APFM) is a well-established approach in robotics,
widely applied in path planning and obstacle avoidance tasks. Originally proposed by
Khatib [5], the method models the robot’s environment as a virtual potential field, where the
target location produces an attractive force, while obstacles produce repulsive forces. The
robot, treated as a particle under the influence of these virtual forces, is guided toward the
goal while being repelled from surrounding obstacles. Its motion is determined by the
resultant force vector calculated as the superposition of these attractive and repulsive
components. The mathematical formulation of these forces is represented by Egs. (1)-(3).

fiotal = frep + faters (1)
Fooq1 — T
fater = Kater L' (2)
|rgoal - r|
K Zn (1 ! ) if d; <d
frep = rep i=1 di dmax Si, lf i max’ (3)
O' ifdi = dmax

where s; = (r — 0;)/|r — 04|, o is the position vector of the goal point and r is the

position vector of the vehicle, 0; — the position vector of each obstacle.

Despite its widespread use, the traditional Artificial Potential Field method (APFM) has
several limitations. One of the primary issues is the occurrence of local minima, where the
robot may become trapped in a position that is not the target, as the attractive force towards
the goal and the repulsive forces from obstacles cancel each other out. Additionally, the
method can result in situations where the target becomes unreachable, or the robot follows
inefficient paths due to suboptimal force interactions [2, 6]. To overcome these issues,
improved versions of the APF method have been proposed. One of such modifications of
classic APFM is based on probabilities. In the following subsections, we examine these
modifications within the mathematical models of the method in detail.

Mathematical model of Gauss APFM

The Obstacle-Dependent Gaussian Potential Field (ODG-PF) method was developed
and implemented to facilitate obstacle detection and assess the probability of collision and is
presented in detail in [7]. This study introduces a novel approach to calculating attractive and
repulsive fields, as well as an innovative direction decision strategy. Comprehensive
simulations and experimental evaluations were conducted, comparing the ODG-PF method
with other potential field-based obstacle avoidance techniques. The results demonstrate that
the ODG-PF method outperforms existing approaches in the majority of tested scenarios.
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During the development of the mathematical model, the authors introduce a pair of
values (6, d), where 6 represents the measurement angle in degrees, and d denotes the
distance to an object in meters. To obtain data in this format, the authors propose using a
movable ultrasonic distance sensor. Alternatively, a one-dimensional LIDAR can be
employed to scan the working environment.

At the initial stage, it is necessary to define a threshold distance dy,. All objects
located closer to the robot than d;,, are considered as obstacles. This parameter can signi-
ficantly influence the performance of the algorithm and therefore requires empirical tuning.
Obstacles are defined using additional parameters represented as a pair (Ostart) Oend )
where O¢.,r¢ is the angle at which the obstacle is first detected, and 8.4 is the angle at
which the detection of the same obstacle ends. This approach enables obstacle
identification from one-dimensional LiDAR input data. In addition to angular boundaries, it
is necessary to compute supplementary parameters for each obstacle: d; the average
distance to the k-th obstacle; @, = 0Bepnq — Ostart 1S the angular width occupied by the
obstacle. Additionally, the robot is modeled as a square with side length wy,pot in meters.

Although in many experiments or computer simulations the dimensions of the robot
are often neglected - treating it as a point mass to simplify simulations and mathematical
models - considering the robot's physical dimensions is essential for improving the model's
practicality and aligning it more closely with real-world conditions. While this increases the
complexity of the model to some extent, it also enhances its practical value. The authors
propose a hybrid approach: the robot's dimensions are taken into account, but they are
incorporated into the model by modifying the perceived size of surrounding obstacles using
specific formulas. In this way, obstacles are effectively enlarged from the robot's
perspective, while the robot itself continues to be modeled as a point mass.

To account for the dimensions of the robot, it is necessary to recalculate the angle
according to the following equation:

1) w
@y = 20, = 2atan [dk *tan (7’() + % ,dk] (4)
The next step involves calculating the repulsive force exerted by each obstacle
according to Eq. (5).

— 6)°

0
fk(8;) = Ay - exp [—( d , (%)

2
20

where 8, denotes the central angle of the obstacle, and o), represents half of the angular
width occupied by the obstacle.

The coefficient Ay, is selected such that the Gaussian function fully encompasses the
obstacle and is computed according to Eq. (6).

Ar = d, - exp(0.5), (6)

where dj, = dax — di, and dy,ax is Sensor range distance.

As with other artificial potential field-based methods, the repulsive force f; represents
the field generated by the k-th obstacle. Thus, the overall repulsive field is computed as
the sum of the repulsive forces from all individual obstacles according to the Eq. (7).

n O — 0,)?
frep(6i) = Zk:lAk " exp [—u (7)

2
20
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The next step is the computation of the attractive field using Eq. (8). This field
represents the force that draws the robot toward the specified direction 64y
Consequently, the resulting field is calculated according to Eq. (9) and determines the safe
movement direction for the robot at the current iteration (Eq. (10)). The safe movement
direction is computed as the argument at which the total potential field function reaches its
minimum. This is a significant modification, as it simplifies the computation compared to
the classical approach. Parameter y is selected experimentally and is setto y = 0.06

fattr(gi) =Y |9goal - Qilr (8)
frota(0)) = farer (6:) + frep(gi)r 9
B4ir = argmin (fioral)- (10)

In the traditional method, the movement direction is determined using the arctangent
between two vectors, which increases computational complexity - particularly for resource-
constrained systems. Another advantage of this approach is its compatibility with data
obtained solely from ultrasonic distance sensors or one-dimensional LIiDAR sensors. This
choice of data format considerably reduces computational load, especially when compared
to algorithms that rely on obstacle detection and segmentation from images (i.e., computer
vision and image processing techniques). It is also worth noting that the authors conducted
experiments in both static and dynamic environments and reported that the algorithm
requires no additional adjustments or modifications to operate effectively in the presence
of moving obstacles.

Mathematical model of Laplace APFM

Following the analysis of the work presented in [7], we identified opportunities to
extend this line of research by exploring alternative probability density functions for
modeling the repulsive force. To maintain symmetry in the initial modeling phase, we
selected the Laplace distribution due to its simplicity and analytical tractability. In our
subsequent work [8], we proposed a mathematical formulation of the repulsive field based
on the Laplace function, providing a foundation for further investigation into its applicability
and performance in robot navigation tasks.

All preliminary steps described for the artificial potential field method (APFM) based
on the Gaussian function remain unchanged. Specifically, the environment is scanned and
obstacles are detected, followed by their expansion to account for safety margins. The
primary modification lies in the calculation of the repulsive force. By substituting the
Gaussian function with the Laplace function, we derived the Eq. (11) to describe the
repulsive force within the proposed framework.

V216, — 9i|> (11)

f(0;) = Ay -exp (—
Ok

where 6;, denotes the central angle of the obstacle, and g}, represents half of the angular

width occupied by the obstacle.

Upon analysis of Eq. (11), it becomes evident that this formulation offers compu-
tational advantages, as it eliminates the need to square the value inside the exponential
term — instead relying solely on the absolute value, which simplifies the calculation.

The coefficient A;, serves the same purpose in shaping the repulsive field as in the
Gaussian variation. It is adjusted such that the Laplace function adequately covers the
spatial extent of the obstacle, ensuring a precise representation of the repulsive force in its
proximity, and is calculated using Eq. (12). The derivation of this coefficient is based on the
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so-called sigma rule, which has been adapted for the Laplace probability density function
(PDF). This approach allows for the systematic tuning of the function's spread in relation to
the dimensions of the obstacle.

Ay = di - exp(V2), (12)

where dj, = dyax — di, and dy, . is Sensor range distance.

To account for the influence of each obstacle, the total obstacle field is determined by
summing the repulsive fields produced by all obstacles. Consequently, the resulting
function becomes a function of the angle 6;

ep@ =Y ayeep (-2 0) (13)

Oy

The subsequent stage involves the computation of the attractive field, which follows
the same formulation as in the Gaussian-based modification. This field represents the force
that draws the robot toward the target direction of movement. When combined with the
repulsive field, the attractive field contributes to shaping the robot’s trajectory, enabling it
to avoid obstacles while steadily progressing toward the goal. The second distinction at this
stage lies in the necessity to experimentally adjust the coefficient y for the Laplace-based
formulation. Parameter y is selected experimentally and is set to y = 6.36. Total field
produced by the system is calculated using Eq. (9), and the safe direction of robot
movement is determined using Eq. (10).

Evaluation framework

In robotics research and development, the use of standardized software frameworks
and simulation environments is essential for efficient algorithm design, validation, and
deployment. One of the most prominent and widely adopted frameworks is the Robot
Operating System (ROS), which provides a comprehensive set of tools, libraries, and
conventions for developing modular and scalable robotic applications. ROS enables
seamless communication between different software components through a publish-
subscribe architecture and supports integration with a wide variety of sensors, actuators,
and control algorithms. Its flexibility and strong community support have made it a de facto
standard in both academic and industrial robotics.

In parallel, simulation environments play a critical role in the development pipeline by
offering safe, controlled, and reproducible testing scenarios. Among these, Gazebo stands
out as one of the most robust and feature-rich robotic simulators. It provides realistic
physics-based modeling of robot dynamics, environmental interactions, and sensor
feedback, making it well-suited for prototyping and validating complex robotic behaviors
without the risks or costs associated with physical testing. When used in conjunction with
ROS, Gazebo allows for rapid iteration and debugging of robotic systems in a simulated
3D environment, closely mirroring real-world conditions.

These software tools not only streamline the development process but also enable
researchers to perform extensive benchmarking and testing under varied environmental
conditions, which is crucial for ensuring the reliability and robustness of robotic algorithms,
especially those involved in autonomous navigation and obstacle avoidance. A more
detailed review of the rationale behind the selection of ROS 2, Gazebo, and the TurtleBot3
platform is provided in [9].

Motivated by these capabilities, in [9] we introduced a dedicated testing framework
built upon ROS and Gazebo, specifically designed to evaluate obstacle avoidance
strategies. This framework utilizes the TurtleBot3 Burger robot model — a widely used
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platform in the ROS ecosystem known for its affordability, modularity, and compatibility with
both simulation and real-world deployment. The framework allows for the systematic
assessment of obstacle avoidance algorithms in simulated environments that closely
approximate the conditions encountered in real-world scenarios. By leveraging this
simulation infrastructure, we aim to validate the correctness and performance of our
proposed mathematical model prior to its application on physical robotic systems.

The proposed framework creates a virtual indoor environment populated with static
obstacles, simulating common navigation challenges typically encountered by mobile
robots. Within this simulated environment, the TurtleBot3 Burger robot is located in the
center of the room and is tasked with navigating autonomously while avoiding collisions
with the surrounding obstacles. Virtual room with obstacles in Gazebo simulator is
presented on Fig. 1. The primary objective is to evaluate the robot’s ability to traverse space
safely and efficiently using the implemented obstacle avoidance algorithms.

In addition to the core simulation setup, the framework includes auxiliary software
components for debugging, performance monitoring, and statistical analysis. These tools
enable visualization and logging of key data such as LiDAR readings, computed potential
fields, and the robot's steering angle at each time step, which are essential for
understanding the robot’s perception and control behavior. This facilitates the identification
of performance issues and the refinement of navigational algorithms. The framework also
supports the generation of statistical visualizations, including box plots, kernel density
estimates (KDEs), and histograms for specified data. Furthermore, it performs non-
parametric Mann-Whitney tests and computes statistical indicators such as the mean,
median, standard deviation, min, max, IQR and p-values. The results of this analysis are
presented in the following sections.

Fig. 1. View of virtual room with obstacles in Gazebo simulator. Robot is located in the center of the room.
Obstacles are colored in red.

RESULTS AND DISCUSSION

In our previous work [9], we demonstrated that the Atrtificial Potential Field Method
(APFM) based on the Laplace distribution generates smooth paths and enables reliable
obstacle avoidance in environments with static obstacles, achieving collision-free navi-
gation. In the present study, we extend that analysis by performing a comparative statistical
evaluation of the Gaussian-based and Laplace-based APFM approaches. Specifically, we
compare the total path lengths produced by both algorithms under identical environmental
conditions. Additionally, we analyze the computational efficiency of each method.

The angle toward the goal in all the algorithms in this study is fixed and set to
0g0a1 = 0°. That is to say, there is no goal position but the fixed angle and the purpose of

EnekTtpoHika Ta iHpopmauinHi TexHonorii « 2025 « Bunyck 30 81



Ihor Berizka & lvan Karbovnyk

the obstacle avoidance algorithms in this paper is to do their best to keep the fixed heading
without colliding with anything.

The tests were performed on a virtual machine running Ubuntu 20.04, equipped with
8 GB of RAM and 8 virtual CPU cores. The virtual environment was hosted on a physical
machine featuring an AMD Ryzen 7 3700X processor, 32 GB of RAM, a Samsung 970
EVO Plus NVMe M.2 SSD, and an NVIDIA RTX 3070 GPU.

Statistical analysis of computational time between Gauss and Laplace APFMs

To assess the performance of two modified versions of the APFM navigation algorithm
— Laplace and Gauss — a comprehensive comparative analysis was conducted. Each algo-
rithm was executed 25 times, with each run comprising 28 discrete steps, as shown in Fig.
2, where the highlighted steps correspond to those for which execution time was measured.
The primary evaluation metric was the total computational time required per highlighted
steps, measured in microseconds. This procedure resulted in a dataset of 700 samples for
each method. The statistical outcomes derived from this analysis are presented in Table 1.

In the context of execution time analysis for robotic algorithms, the Interquartile Range
(IQR) method for outlier detection and removal was used due to its robustness and
distribution-independent nature. Execution time measurements may occasionally include
anomalous values caused by transient system states, background processes, or irregular
hardware scheduling events - none of which reflect the true performance of the algorithm.
The IQR method effectively identifies and excludes these statistical outliers by focusing on
the central 50% of the data and filtering out values that lie beyond 1.5 times the interquartile
range from the first and third quartiles. This ensures that the resulting statistical analysis
reflects the typical behavior of the algorithm, providing more reliable and interpretable
performance metrics. Given that our data may not follow a perfectly normal distribution, this
non-parametric approach is especially well-suited for maintaining analytical integrity.

Following the outlier filtering step based on the interquartile range (IQR) method, the
Gaussian dataset retained 637 samples, while the Laplace dataset retained 654 samples.

Scan Environment: Acquire sample using 1D LiDAR

Detect obstacles

Enlarge obstacles
Measured

Execution
Time

Calculate repulsive force

Calculate attractive force

Calculate total force

Determine Safe Direction: Calculate the safe directional angle

Check if safe direction equals target direction

If not equal: Rotate to safe direction

Move forward for 1 second

Rotate back to target direction

Else: Move forward for 1 second

Fig. 2. Pseudocode of general robot navigation algorithm based APFM family algorithms. Steps for which
execution time was measured are highlighted.
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Table 1. The calculated statistical values of computational time for Laplace and
Gauss APFMs

APFM Statistical values of computational time, us
variation Mean Median Std Min Max IQR
Laplace 76.690 68.000 26.453 26.000 159.000 28.000
Gauss 107.419 104.000 44.909 34.000 237.000 52.000

The relatively small number of excluded data points indicates a high degree of consistency
in the measurements. The resulting datasets are therefore more representative of the
typical performance of each method, enhancing the reliability and interpretability of the
subsequent statistical analysis.

Fig. 3 presents a boxplot comparison of the execution times for the Laplace and Gauss
variants of the APFM navigation algorithm. The median execution time for the Laplace
algorithm is significantly lower than that of the Gauss variant, indicating superior
computational efficiency. Additionally, Laplace exhibits a narrower interquartile range
(IQR), suggesting more consistent performance across runs. In contrast, the Gauss
algorithm shows greater variability, with a wider IQR and a higher number of outliers, some
exceeding 200 microseconds. These results indicate that the Laplace-based
implementation not only executes faster on average but also provides more stable timing
behavior which might be crucial for real-time applications.

Fig. 4 presents execution time histograms for the Laplace and Gauss variants of the
APFM navigation algorithm. The Laplace histogram (left) demonstrates a sharply peaked
distribution centered around 65-70 microseconds, with the majority of samples clustered
within a relatively narrow range. This indicates both high efficiency and temporal
consistency. A small number of outliers are present beyond 100 microseconds, but they
remain infrequent.

In contrast, the Gauss histogram (right) displays a broader and more dispersed
distribution, with a secondary concentration around 120 microseconds and a notable tail
extending beyond 200 microseconds. The wider spread and presence of multiple local
peaks suggest greater variability and occasional latency spikes in execution time. These
findings align with the results shown in the corresponding boxplot (Fig. 4), confirming the
Laplace variant's advantage in both average performance and stability.

200

Fmcacmn:

100

Execution Time (us)

50

Laplace Gauss

Fig. 3. Boxplot visualization of the experiment results for computational time of Laplace and Gauss modifications.
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Fig. 4. Histograms of computational time for Laplace (a) and Gauss (b) algorithms. The number of bins is 100.

The Kernel Density Estimation (KDE) plot shown in Fig. 5 further illustrates the
distribution of execution times for both algorithms. The Laplace variant demonstrates a
unimodal distribution that is narrow and centered around lower execution times, indicating
consistent and efficient performance. In contrast, the Gauss variant exhibits a clear bimodal
distribution, suggesting the presence of two dominant execution time regimes. This pheno-
menon may be attributed to the underlying mathematical operations used in each algorithm.
Specifically, the Laplace variant employs the absolute value function abs(value), which is
a simple and fast operation. Conversely, the Gauss variant utilizes the square function
pow(value, 2) under the exponent part, which can be more computationally demanding,
particularly when implemented via a generic power function rather than optimized
multiplication. This squaring operation introduces a nonlinear amplification of input values,
leading to greater variability in computational load depending on the magnitude of the input.
As a result, certain steps in the Gauss variant may trigger longer execution paths,
contributing to the observed bimodal behavior in its execution time distribution.

For statistical testing we used a nonparametric Mann-Whitney U test, which produced
p-value = 0.0. Since p-value < 0.05, the difference is considered statistically significant.

Statistical analysis of path lengths between Gauss and Laplace APFMs

To evaluate the performance of Laplace and Gauss modifications of the APFM algo-
rithms, we have compared the total path length traversed by the mobile robot during 25
repeated runs for each algorithm. The primary metric of interest was the total distance
covered in each trial. Calculated statistical values are presented in Table 2.

Laplace
0.020 Gauss
0.015
2
)
o
o 0.010
0.005
0.000
0 50 100 150 200 250

Execution Time (us)

Fig. 5. Kernel density estimation of the same experiment results.
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Table 2. The calculated statistical values of path length for Laplace and Gauss
APFMs

APFM Statistical values of path length, m
variation Mean Median Std Min Max IQR
Laplace 3.993 4.000 0.052 3.840 4.060 0.070
Gauss 4.045 4.060 0.035 3.970 4.090 0.040

Due to the relatively small size of the dataset, preprocessing via the interquartile range
(IQR) method was not employed. This decision was further supported by the absence of
any significant interference between the path length data and potential system load, making
such preprocessing unnecessary.

Visualization of the data through boxplots, histograms and kernel density estimation
(KDE) are presented on Fig. 6. Left box on Fig. 6a represents data for Laplace modification,
right box — Gauss modification. The black line inside each box represents the median value
of the distribution, while the whiskers denote the minimum and maximum values that are
not considered outliers. The boxplot reveals that the Laplace variant tends to produce
slightly shorter path lengths compared to the Gauss modification, as indicated by the lower
median and the overall downward shift of the Laplace box. The Laplace distribution also
exhibits a wider box along the vertical axis, indicating a greater spread in the middle 50%
of the data. This observation is consistent with the higher standard deviation reported in
Table 2. Additionally, an outlier is present in the Laplace group, further emphasizing the
increased dispersion. In contrast, the Gauss modification shows a narrower box and a
lower standard deviation, reflecting more consistent, though slightly longer, path lengths.

Left histogram on Fig. 6b represents data for Laplace modification, right histogram —
Gauss modification. The histograms illustrate the distribution of path lengths generated by
the Laplace and Gauss modifications. The Laplace histogram shows a broader spread with
a visible concentration of values around a slightly lower distance range, supporting the
observation from boxplots that it tends to generate shorter paths. Additionally, the wider
spread across bins suggests greater variability. The Gauss histogram, in contrast, displays
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Fig. 6. Boxplot visualization of the experiment results (a); Histograms of path length for each method. Number
of bins is set to 10 (b); Kernel density estimation of the same experiment results (c).
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a more concentrated distribution centered around higher distance values, with most paths
falling within a narrower range.

The Fig. 6¢ represents kernel density estimation plot, which shows the distribution of
path lengths generated by the Laplace and Gauss modifications. Dashed curve
corresponds to the Laplace modification, dotted curve — Gauss modification. The height of
each curve at a given distance value represents the relative likelihood of that distance
occurring. The Laplace curve appears shifted slightly to the left, indicating that it tends to
produce shorter path lengths on average. The shape of the curve is also broader and less
peaked, reflecting higher variability in path lengths - consistent with the boxplot and
standard deviation data. On the other hand, the Gauss curve is more concentrated around
its peak, suggesting a more stable and consistent distribution of path lengths, although the
average value is slightly higher than that of the Laplace method. Overall, the KDE plot
complements the histogram and boxplot by providing a smooth, continuous representation
of the data distributions, highlighting both central tendency and spread.

In summary, the observations from the plots in Fig. 6 indicate that the Laplace-based
approach tends to produce shorter path lengths on average, albeit with greater variability.
In contrast, the Gauss-based method demonstrates more consistent performance, though
at the expense of slightly longer average path lengths.

For statistical testing we used a nonparametric Mann-Whitney U test, which produced
p-value = 0.0001. Since p-value <0.05, the difference is considered statistically
significant. This suggests that the Laplace algorithm tends to produce shorter paths lengths
compared to the Gauss algorithm.

CONCLUSION

This study conducted a comprehensive comparison of Gaussian and Laplace-based
Artificial Potential Field Methods (APFMs) for real-time obstacle avoidance in autonomous
mobile robots. Through extensive simulations in a Gazebo-ROS environment using the
TurtleBot3 platform, the Laplace-based APFM demonstrated notable advantages in
computational efficiency and path optimization over its Gaussian counterpart.

The Laplace method achieved significantly faster execution times, with a median of
68 microseconds compared to 104 microseconds for the Gaussian approach. This perfor-
mance boost stems from its mathematical simplicity, relying on absolute value calculations
rather than the squaring operations required by the Gaussian method. Further analysis via
Kernel Density Estimation (KDE) revealed that the Laplace variant exhibited a stable,
unimodal distribution of execution times, while the Gaussian method displayed a bimodal
distribution with occasional latency spikes, indicating less predictable performance.

In terms of path planning, both methods successfully facilitated collision-free
navigation. However, the Laplace-based APFM generated statistically shorter paths
(p — value < 0.05), albeit with slightly higher variability. This suggests that the Laplace
method may offer greater agility in dynamic environments, though further testing is needed
to confirm its robustness against moving obstacles. The computational efficiency of the
Laplace approach makes it particularly well-suited for resource-constrained robotic
systems, where real-time responsiveness is critical.

Despite these promising results, certain limitations need consideration. The study
focused on static environments, leaving open questions about performance in scenarios
with dynamic obstacles.

In summary, the Laplace-based APFM emerges as a compelling alternative for real-
time obstacle avoidance, offering a balance between computational efficiency and
navigational effectiveness. Its advantages in speed and path optimization position it as a
viable solution for autonomous systems operating in dynamic or resource-constrained
environments. Future work should investigate its adaptability in more complex scenarios
and explore integrations with complementary navigation algorithms.
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BIPTYAJIbHE NOPIBHAHHSA ®YHKLINA FAYCA TA JIAMJIACA Y METOOAX
LUTYYHUX NOTEHLUIMHMX NONIB ANA YHUKHEHHSA NEPELLKOL Y
PEAJIbHOMY YACI

lzop Bepi3ka©*, leaH Kapb6oeHuk

JIbsiecbkuli HayioHanbHUl yHieepcumem iMeHi IeaHa ®paHka,
Kaghedpa padiohisuku ma KOMITomepHUX mexHosoeid,

8yr. 2eH. TapHascbkozo 107, Jibeie, 79017,

AHOTALIA

BcTtyn. ABTOHOMHI MOGinbHI po6oTn NoTpebytoTb HaAiMHUX anropuTMIB YHUKHEHHS
nepeLukog y peansHoMy yaci Ans 6esneyHoi Hasirawii B AMHamiyHoMy cepeposui. MeTtoa
Ha OCHOBI LUTYYHWX NOTEHUiNHMX nonis (APFM) LUMpoko BUKOPUCTOBYETLCA AN NIOKanbHOro
nnaHyBaHHA TPAEKTOpii, OAHAK MOro TpaauuiviHi peanidauii MalTb Hedoniku y BUrNSai
nokanbHUX MiHIMyMiB Ta o00u4McnoBanbHOi HeedeKTMBHOCTI. Y UbOMY [OCHIIXEHHI
po3rnsHyTo ABi MMOBIPHiCHI Moaundikauii APFM — Ha ocHoBi poanoginis Mayca Ta llannaca
— 3 METOI NOAONAaHHSA LMX 0OMEXEHb.

Matepiann Ta MeToau. Po3pobneHo ekcnepuMeHTanbHy nnatgopmy 3
BukopuctaHHam ROS/Gazebo ans cumynsauin nig uinboBy anapaTHy nnatdgopmy TurtleBot3.
ANropyTMU LITYYHUX NOTEHLianbHNX NOMiB i3 BUKOpUCTaHHAM dyHKuii Mayca (ODG-PF) Ta
Jlannaca 6ynu matemaTnyHO 3MOLENbOBaHi, MPUYOMY OCHOBHOK BiAMIHHICTIO € MeToA
064YMCneHHs BigLWITOBXYBanbHOI CUMK: Y rayCiBCbKill BepCii BUKOPUCTOBYIOTLCS KBagpaTtu
3HayeHb, a y Bepcii JNlannaca — abcontoTHi 3HaveHHs. ObuaBa mMeToaM TecTyBanvcs B
O[HAKOBUX CTaTUYHWUX cepenoBuLLax, No 25 3anyckiB KOXHoro (no 28 KpokiB Ha 3amyck).
OujiHioBaHHA NPOAYKTMBHOCTI BKMHOYANo 4ac obuYMcreHHs Yy MikpocekyHaax (MKc) Ta
OOBXWHY TpaekTopii y meTpax (M), Ski aHanisyBanucs 3a gonomorot boxplot-rpadikis,
OLiHKM WinbHocTi posnoainy sapa (KDE) Ta kpuTepito MaHHa-YiTtHi (p<0.05).

Pesynbratu. Metopg Jlannaca nokasaB BuLLy €(EKTUBHICTb, 3abe3neunBum Ha 34%
WBMALWMA MefiaHHUM 4Yac BMKOHAHHA (68 MKC y nopiBHsHHI 3 104 MKC) Ta BYX4un
MDKKBapTUINbHWUIA po3Max (28 MKC y nopiBHSHHI 3 52 mkc). Mogudikauis i3 BUKOPUCTaHHAM
dyHKLUii Jlannaca 3reHepyBana yHiMOZanbHUI po3noAin Yacy BUKOHaHHSA (puc. 6), skuii
KOHTpacTye i3 6iMoaanbHMM po3noainom MayccoBoi Mogeni, Lo NOSICHIOETLCS NPOCTILLMMU
apudmeTnyHMMn onepadismu. Obuasa meTtoanm 3abesneunny Hagiraujto 6e3 3iTKHEeHb,
ofHaK MeTopq i3 BMKOpUCTaHHAM yHKUii Jlannaca cdopmyBaB CTaTUCTUYHO KOPOTLLI
TpaekTopii (p=0.0001), xo4 i 3 Tpoxu Ginbwow BapiaTuBHicTIO. KBagpatuyHi onepauii
meTony layca cTtBopunu gogaTtkoBe obumcnioBanbHe HaBaHTaXKeHHs 6e3 MoKpalleHHS
HaBirauiiHnx xapakTepucTyK.

BucHoBkn. MeTtop LWTy4yHMX MOTEHUianbHUX MOMIB HAa OCHOBI po3noainy Jlannaca
nepeBaXae BapiaHT Ha OCHOBi [ayca 3a LWBMAKICTIO OBYMCNEHb Ta ONTUMAIbHICTIO
TpaeKTopilA, Lo pobuTb KOro NnpuaaTHUM Ansi cucteM 3 obmexeHnmun pecypcamu. MNogansiui
OOCNiQKEeHHst MatloTb NIATBEPAUTU Ui pe3ynbTatv B yMOBax AMHAMIYHOrO cepefoBuLLa, a
TakoX gocnianTtu ribpuaHi peanisauii 3 rmobanbHUMKM NnaHyBanbHUKaMU.

Knro4oei cnoea: kibep-iavuHa cuctema, iHPOPMAUiNHIi TEXHONOrii, YHWUKHEHHS
nepewkon, mMobinbHa poboToTexHiyHa nnaTtdopma, KoHuenuii 10T pieHsb,
koricHa mobinbHa nnatdgopma
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ABSTRACT

Background. This paper focuses on developing and evaluating a facial recognition
system optimized for real-world conditions. A prototype system was implemented, featuring
a face detection algorithm, hardware configuration, and integration of OpenCV, Dlib, and
Picamera? libraries, along with pre-trained models for accurate facial landmark detection.
Experimental tests were conducted under various conditions, including lighting changes,
different angles, and partial occlusions.

Materials and Methods. The study aimed to analyze and select an algorithm for face
recognition, considering hardware limitations, ensuring high image processing accuracy and
speed, and integrating the proposed solution into the compact and energy-efficient
Raspberry Pi platform. The subject of the study involved the development of an efficient and
energy-saving system for real-time face detection and recognition, ensuring accuracy,
reliability, and high performance under constrained computational resources.

Results and Discussion. The study presented the main stages of developing a face
recognition system and assessed its performance and resilience under real-world operating
conditions. This approach substantially reduced processing time and accelerated the
identification procedure during subsequent queries, which is crucial for resource-limited
platforms like the Raspberry Pi. Additionally, methods for improving system efficiency were
explored through algorithmic optimizations and fine-tuning. The results demonstrated the
proposed system's high accuracy and operational stability under favorable conditions, such
as frontal face orientation relative to the camera, minimal external interference, and a fixed
facial position.

Conclusion. The study successfully developed a face recognition system optimized for
the Raspberry Pi platform, achieving high accuracy and efficiency despite hardware
limitations. Integrating a pre-processed feature descriptor database and algorithmic
optimization strategies was key in improving system performance. The proposed solution
showed strong potential for real-world deployment, particularly in applications where energy
efficiency and compactness are critical.

Keywords: Facial recognition system, computer vision, Raspberry Pi. OpenCV.

INTRODUCTION

Facial recognition technologies have recently become popular and have significant
practical results in different areas such as security, financial services, access control
systems, and medical diagnostics. The substantial applications and purposes of such
systems are identity verification (authentication) to access protected resources, personal
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identification in the sphere of problems devoted to law enforcement activities, and use in
medical practice, specifically for maxillofacial surgery regarding an analysis of
morphological features presented by patients [1,2].

Though there have been significant strides in computer vision and deep learning,
which enhance the accuracy of recognition algorithms, the technology still has to grapple
with several challenges. Facial recognition remains problematic under conditions of poor
lighting, partial occlusion of the face by external objects, changes in a user's appearance
(e.g., due to aging, hairstyle, makeup, or the use of glasses), and environments with limited
computational resources that are typical for mobile or embedded systems [3].

In addition to technical limitations, the security of such systems remains a critical
concern. Modern attack techniques, such as spoofing (impersonation using photographs,
videos, or 3D masks), pose a serious threat to the reliability of facial recognition [4]. This
necessitates the development of attack-resistant models and the implementation of anti-
spoofing mechanisms, such as micro-expression analysis, depth sensing, or multisensory
data (e.g., infrared imaging).

Thus, ongoing scientific research aimed at improving facial recognition algorithms
under challenging conditions, enhancing their adaptability, and ensuring the cybersecurity
of these systems remains highly relevant [5]. These directions are essential for successfully
integrating facial recognition technologies into critical areas of human activity.

MATERIALS AND METHODS

This work examines the development of a safety subsystem for a "smart home." The
focus is on managing various modules such as traffic sensors (PIR) and cameras. The
system integrates the functions of detection and transmission of natifications in real-time.
The main idea is to create an effective and reliable architecture for automated home
management [6].

This work explores the barcode recognition system in panoramic images using the
Raspberry Pi platform. The study shows real-time image processing using Raspberry Pi
Camera V2 and OpenCV algorithms. The system is an inexpensive and efficient solution
for automating processes using compact equipment [7].

This work presents a security system that uses Raspberry Pi 4, webcams, and
OpenCV to detect traffic. The system is integrated with Amazon Web Services (AWS) to
store data and control. It demonstrates high accuracy and efficiency in real-time. The
detection system is based on Raspberry Pi 4 and OpenCV. When motion is detected, the
system sends a message through WhatsApp. The system's 98.08% accuracy confirms its
real-time reliability [4].

This work considers home safety traps. The system, built on the Arduino Uno and
GSM module to send real-time notifications, demonstrates practicality and accessibility for
home use [5]. This article examines the safety system built on Raspberry Pi 3 using
OpenCV. It compares motion detection accuracy between PIR-facts (76%) and OpenCV.
Histogram of oriented gradients (HOG) to improve accuracy [8].

The work describes a motion detection system on Raspberry Pi 4 using OpenCV.
When motion is detected, the system sends notifications to WhatsApp. The system's
98.08% accuracy confirms its real-time effectiveness [9].

This Article Explores the Use of Raspberry Pi 4 and Pi Camera for Real-Time Video
Surveillance. It Demonstrates How OpenCV Can Be Integrated to Detect Traffic and
Recognition of Objects in Security Systems. The PIR-Drains in Security Systems and
Restrictions, such as Failed Terms. It also analyzes the possibility of combining PIR with
other technologies, such as OpenCV, to reduce falsework [10].

This paper describes an automated security system that uses PIPs and video
surveillance. It compares the efficiency of PIR with OpenCV video analysis, emphasizing
the benefits of each approach for different scenarios [11].
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Presented an automated security system with surveillance. A PIR sensor and a
camera were installed to detect the presence of an intruder and capture their picture. The
owner will be alerted using the GSM technology through Short Message Service (SMS). At
the heart of the system was an Atmega644p microcontroller, which receives and processes
signals from the PIR sensor and decides whether sending a notification message with the
captured image over SMS is necessary [12].

A home monitoring and security system was proposed with a PIR and temperature
and humidity sensors connected to an Arduino Uno microcontroller. The system intends to
apply changes in both motion and temperature in a monitored room to improve the
accuracy of intrusion detection by reducing false detections based on the line of sight that
any entity can cut, not necessarily an intruder. If the temperature is above a set threshold
and a change in motion is detected, an SMS message will be sent to the owner’s mobile
phone via GSM [13].

Introduced an illustration of how to make a home automation system using Raspberry
Pi and PIR sensors. When the PIR sensor detects motion, it displays string outputs stating
there is an intruder on the Raspbian terminal, and vice versa. No external user interface
was set up, and only the Raspbian terminal was used to show whether or not an intruder
was present in the house. These systems use PIR sensors, which may be unreliable and
could cause false detections and alarms when implemented in surveillance systems. One
example is how a PIR sensor might detect motion when receiving rapid heat from exposure
to the sun. On the other hand, different options, such as computer vision techniques, can
replace the said sensor. Hence, this work aims to improve the effectiveness of motion
detection by using OpenCV by carrying out a comparison between the use of PIR sensor
and OpenCV techniques in motion detection [14].

HARDWARE PLATFORMS AND ALGORITHMIC APPROACHES

Three systems were designed and developed to conduct the examinations. All three
systems were built using a Raspberry Pl. The first system is based on OpenCV and a web
camera. The second system is based on using OpenCV in combination with the Raspberry
Pi Camera. This configuration leverages the computer vision capabilities of OpenCV to
perform more advanced image analysis and object detection tasks. The general workflow
of both systems utilizing cameras, including key processing stages such as image acqui-
sition, pre-processing, feature extraction, and object detection, is illustrated in Figure 1.

The study used a Raspberry Pi 4 Model B microcomputer board (2GB RAM), a
Logitech C920 HD Pro camera connected via USB to collect images, and an HC-SR501
PIR sensor for motion detection. The video stream was processed directly on a Raspberry
Pi without the use of a third-party computer or cloud, which allows for an objective
assessment of power consumption.

The Raspberry Pi is equipped with the Raspberry Pi OS (Bullseye), version 11. Main
libraries: 1) OpenCV 4.5.1 for computer vision,2) NumPy 1.20 for array processing,3) dlib
19.22 for face recognition. The libraries were integrated in Python 3.9 using the Thonny
IDE. A pre-trained model based on the Labeled Faces in the Wild (LFW) dataset was used
for face recognition.

The third system is Raspberry Pl and a Passive Infrared Sensor. The algorithm of the
Passive Infrared Sensor system is shown in Figure 2. Below is a description of the modules
used.

Passive Infrared Sensor. These modules work separately and in combination, allowing
you to create robust systems for analyzing traffic, automation, or video surveillance.

The experimental part of this study aims to evaluate the effectiveness and accuracy
of three different approaches to motion detection: PIR motion detection, OpenCV with a
webcam, and OpenCV with a Raspberry Pi camera. Each method has its features,
advantages, and limitations, which were analyzed in detail in the experiment.
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Fig. 1. The algorithm of both systems with cameras.
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Fig. 2. The algorithm of the Passive Infrared Sensor system.
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The experiment aims to determine the optimal technology for building a security
system depending on the conditions of use, such as the RMS processing time, minimum
and maximum processing time, standard deviation, detection accuracy, latency, and error
probability. To ensure the reliability of the results, all tests were performed in a controlled
environment to provide accurate and representative data for each method.

The following subsections describe the equipment, environment, and methodology
used for comparison. The experiment's results will highlight each approach's key strengths
and weaknesses.

Average processing time T,,, [15] is calculated as

1 N
T = Nz T; (1)
i=1

where T; is the separate time of the tumor in each frame or event;
N is the total number of measurements.
Minimal and maximal times of data processing are the following:
Timin = min (Ty, Ty,..., Ty), (2)
Tmax = max (TllTZf""TN)- (3)

The root mean square deviation is the following:

N

o= %Z(Ti — Tayg) - (4)

i=1

Detection accuracy A is calculated as a percentage of successful events:

Number of successful detected events
A = x 100% ()
Total number of events

Delay (Streaming Latency) is measured in frames per second (FPS). Average delay
L,y is calculated using the following formula:

Number of frames

L = . 6
ave Streaming time ©

The probability of an error P, is calculated as

p B Number of false work % 100% @
error ™ Total number of events o

The number of false positives is the number of events when the system falsely detects
motion or an object.

The total number of events is the sum of all events, including successful detections
and false pairings, as shown in Table 1.
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Table 1. Comparison of Sensor Parameters and Image Capture Methods

OpenCV with ggzggg/rryg:
Parameter PIR Motion webcam camera

(1920x1080) (640x480)
Average processing time (sec) <1.000 0.094 2.379
Minimum processing time (sec) 0.200 0.067 2.322
Maximum processing time (sec) 0.500 0.317 2.547
The average quadratic deviation 0.05 0.021 0.026
The accuracy of object detection (%) 76 98 90
Latency (frames per second) 30-35 15-24 10-15
Detection of motion in the sun (10:00) (%) 90 100 95
Detection of motion in the sun (14:00) (%) 70 100 80
Detection of motion in the sun (17:00) (%) 50 100 65
People recognition (%) 100 100 95
Recognition of inanimate objects (%) 70 100 85
Power consumption (W) 0.05 =3 =)
Equipment Cost (USD) 5-10 50-150 25-50
The probability of an error (%) 24 2 10

Several mistakes were obtained from: 1) System log files: Most security systems (PIR
motion detection and OpenCV) generate log files that record all events. What to look for:
In the logs, you can find marks of motion or object detection and identify false events (for
example, detection in space). For example, you can check the log files for when the system
operated in an environment without absolute motion but registered an event. 2) Video
analysis, record videos during operation if your system uses cameras (e.g., OpenCV). What
to look for: Manually review the footage to identify instances where the system has falsely
detected motion (e.g., a shadow or a change in lighting). Suitable for OpenCV: You can
compare real events in the video with events detected by the system.

Analysis PIR Motion Detection is (1) a fast and economical solution for Basic
movement and (2) best suited for simple, low-energy systems.

Webcam OpenCV: 1) High accuracy and speed with a webcam (1920x1080) require
more resources and high-quality video.

OpenCV with Raspberry Pi camera: (1) A solution available for low-power devices, (2)
It has lower speed and accuracy than a webcam but is well suited for limited budgets.

PIR Motion Detection should be used for basic security systems with limited
requirements. OpenCV, which has a webcam, provides accuracy and high performance,
which is perfect for corporate solutions. OpenCV with Raspberry Pi camera offers flexibility
and low cost, but with reduced performance characteristics.

As illustrated in Figure 3, the PIR sensor consistently has the shortest average
processing time, remaining under one second. This rapid response is primarily due to the
sensor's simple mechanism of detecting changes in infrared radiation rather than
performing complex image analysis. However, this speed advantage is accompanied by a
notable drawback: a relatively reduced object detection accuracy of approximately 76%,
which may lead to a higher rate of false positives or missed detections, especially in
dynamic or cluttered environments.

Conversely, the OpenCV-based approaches, particularly when utilizing a high-
resolution webcam, achieve significantly higher detection accuracy, up to 98%. This
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Comparison of Processing Time and Accuracy of Different Detection Methods
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Fig. 3. Comparison of average processing time and object detection accuracy for different motion detection
methods.

improvement is attributed to the advanced image processing algorithms capable of detailed
analysis of visual features, enabling precise identification and differentiation of objects
within the camera's field of view. Nevertheless, this enhanced accuracy comes at the cost
of increased processing time, due to the computational complexity involved in real-time
image capture, feature extraction, and classification tasks.

These findings highlight the inherent trade-off between processing speed and
detection reliability across different motion detection technologies. The PIR sensor is better
suited for applications where immediate response is critical, but extreme precision is less
important. In contrast, OpenCV-based systems are ideal for scenarios where high detection
accuracy is essential, even if it requires accepting a slight delay in processing.
Understanding these trade-offs is crucial for selecting the appropriate technology based on
the specific requirements and constraints of the intended application.

Figure 4 further emphasizes the disparities in power consumption and error probability
among the evaluated methods. The PIR sensor exhibits minimal power requirements
(approximately 0.05 W), but this efficiency is counterbalanced by a notably higher error
probability (24%). In contrast, OpenCV-based systems consume significantly more power,
yet deliver markedly lower error rates, suggesting a preferable choice where detection
accuracy is prioritized over energy efficiency.

CONCLUSION

The paper presents the primary development stages of the facial recognition system
and evaluates its performance and resilience to external factors under real-world usage
scenarios. Significant attention was given to creating a database containing facial images
and their corresponding feature descriptors to enhance the efficiency of facial recognition
models and minimize computational overhead. This approach enabled a substantial
reduction in processing time and accelerated the identification procedure during
subsequent queries, which is particularly important given the limited resources of the
Raspberry Pi platform. Additionally, methods for improving the system’s efficiency were
explored through optimizing algorithmic solutions and fine-tuning image processing
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Comparison of Power Consumption and Error Probability of Different Detection Meth%ds
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Fig 4. Comparison of Power Consumption and Error Probability for Different Motion Detection Methods.

parameters. The authors tested the developed facial recognition system. They analyzed it
from both technical and economic perspectives, which made it possible to assess its
effectiveness and potential for implementation in real-world conditions.

The obtained experimental data, which demonstrates =25 times higher performance
of the OpenCV scenario with a simultaneous =1.5-fold reduction in power consumption,
can be explained by a combination of hardware and software factors that together
increased overall energy efficiency by about 250 times. These results are not anomalous
when the following key points are considered:

Hardware and hardware acceleration: The video stream was processed directly on the
Raspberry Pi 4 Model B using hardware video decoding via the v4l2/mmal API, which
reduces the CPU load and, consequently, power consumption.

Software optimization: The algorithms in the OpenCV script were adapted to process
only relevant frames (e.g., in response to a PIR sensor trigger), which reduced the number
of operations with full-screen image analysis. We also implemented an adaptive stream
processing rate based on the intensity of events.

Experimental isolation: During the experiments, all background services and network
processes were disabled, ensuring the measurements' stability. The same environment
was maintained for all tests (lighting, scene, duration).

Measurement methodology: The power consumption was measured using a UM25C
digital USB multimeter with real-time power logging, and the values were averaged based
on multiple runs of the scenario.

Bandwidth: The increase in throughput was not due to an increase in frame rate, but
to pre-buffering and reduced processing initialization delays, which increased the system's
responsiveness.

Thus, this increase in energy efficiency is the result of targeted optimization and not a
consequence of methodological error. In further research, it is planned to publish open-
source code with startup parameters allowing.

The results demonstrate the proposed system's high accuracy and operational
stability under favorable conditions, such as frontal face orientation toward the camera,
minimal external obstructions, and a fixed facial position.
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MOPIBHANBbHUA AHANI3 TOYHOCTI TA E®EKTUBHOCTI 3ACOBIB TA
CUCTEM BUABIEHHA PYXY A1 CEHCOPA PIR, BEBKAMEPU 3 OPENCV
TA RASPBERRY PI

PomaH Asa4ok, NanuHa Knum, lIeaH Tennsikoe
HaujoHanbrul yHisepcumem «Jlbgigcbka NonimexHikax»
8yrn. CmenaHa baHdepu, 12, 79000 m. Jlbeis, YkpaiHa

AHOTALIA

Betyn. La ctatTs npuceBayeHa po3pobui Ta OuiHUi cucTeMu po3nidHaBaHHs obnwmd,
ONTMMI30BaHOI AN peanbHMX YMOB. byno peanizoBaHo NpoTOTMN CUCTEMM, LLO BKIHOYaE
anropuTM posnidHaBaHHA 0b6nuy, anapaTtHy KoHdirypaujlo Ta iHTerpauito 6ibniotek
OpenCV, Dlib i Picamera2, a Takox nonepedHbO HaBYeHi MoAeni And TOYHOro
po3ni3HaBaHHSA OpieHTUPIB Ha 06nnyYi. EkcnepmmeHTaneHi BUNnpobyBaHHSA NpoOBOAUMNMCH 3a
Pi3HMX YMOB, BKIHOYaO4M 3MiHY OCBITNEHHS, Pi3Hi paKypCu Ta YacTKOBY OKIHOSit0.

Matepiann Ta ™metogu. MeTow pocnigkeHHs OyB aHania Ta Bubip anroputmy
po3ni3HaBaHHs 0OMMY 3 ypaxyBaHHsIM anapaTHUX OOMexeHb, 3abes3neyeHHs BUCOKOI
TOYHOCTI Ta LWBMAKOCTI 06p0o6KM 306pakeHb, a TaKoX iHTerpaLlisi 3anpornoHOBaHOIO PiLLEHHS
B KOMMakTHy Ta eHeproedekTuBHy nnaTtdopmy Raspberry Pi. [NpeameTom gocnigXeHHs €
po3pobka edhekTNBHOT Ta eHeprosbepiratoyoi cMCTEMIN BUSIBNEHHS Ta Po3nisHaBaHHSA 06m4
B pearnbHOMy 4aci, Wo 3abesneyvye TOYHICTb, HAAiNHICTb Ta BUCOKY NPOAYKTUBHICTb B
ymMoBax 06MexXeHnx 064mcnoBanbHNX pecypceis.

Pesynbtatu. Y gocnigxeHHi 6yno npeactaBneHO OCHOBHI eTanv po3pobku cuctemm
posni3HaBaHHA 06nuY Ta OUiHEHO i NPOAYKTMBHICTb i CTiMKICTb Yy pearnbHUX ymoBax
ekcnnyaTadii. TakuiA nigxia JO3BONUB CYTTEBO CKOPOTUTU 4ac OOPOGKM Ta MPUCKOPUTK
npouenypy igeHTudikauii nig Yac HacTynHWX 3anuTiB, WO € KPUTUYHO BaXIMBWUM Ans
nnatcgopm 3 obmexeHMU pecypcamu, Takmx sik Raspberry Pi. Kpim Toro, 6yno gocnigxeHo
MeToaM NigBULLEHHA €(EeKTMBHOCTI CUCTEMM  LUNSXOM  ONTMMI3auii Ta TOHKOro
HanawTyBaHHA anroputMiB. PesynbTatM NpooeMOHCTpyBanyM BUCOKY TOYHICTb Ta
cTabinbHiCTb  pobOTM  3anpomnoOHOBAHOI CUCTEMM 3@ CMAPUSATIMBUX YMOB, Takux K
(poHTanbHa opieHTauis obnmMyysa BiGHOCHO Kamepu, MiHiManbHi 30BHILLHI Nepelkoan Ta
ikcoBaHe MOMNOXeHHs 0brnyys.

BucHoBku. B pamkax gocnigxeHHs 6yno ycnilHo po3pobrneHo cuctemMy po3anizHaBaHHSA
o6nuy, onTumizoBaHy ans nnatdopmu Raspberry Pi, sika gocsirma BUCOKOi TOYHOCTI Ta
e(eKTMBHOCTI, He3BaXkalo4un Ha anapaTHi o0OMexeHHs1. IHTerpauis nonepegHbo 06pobneHoi
6a3n JaHnx OecKpunTopiB O3HaK Ta cTpaTerii anropMTMiYHOT onTUMi3aLii Oyna Kn4yoBuM
akTopoM Yy  MiABWLIEHHI  NPOAYKTMBHOCTI  CMCTEMW.  3anporoHOBaHE  PilLEHHS
NPOAEMOHCTPYBAro 3Ha4YHMI NoTeHLian Ans po3ropTaHHsa B pearnibHUX ymoBax, 0Cobnmeo
B fogaTtkax, Ae eHeproeeKTUBHICTb Ta KOMNAKTHICTb € KPUTUYHO BaXXMMBUMM.

Knroyoei cnoea: cnctema posnizHaBaHHA obnuy, komn'toTepHuid 3ip, Raspberry Pi,
OpenCV
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ABSTRACT

Background. Forecasting retail sales is crucial for modern supply chain and inventory
management. Traditional statistical models alone can be insufficient due to the large
amounts of data generated by extensive retail chains. Combining time series analysis with
machine learning can improve forecast accuracy.

Materials and Methods. This research used the M5-forecasting accuracy dataset,
containing over 30,000 time series of store-item daily sales. The study involved data
preprocessing to handle any missing values and splitting the series into training and hold-
out test sets. Three forecasting methods were applied. The first method accounted for
autoregressive and moving average components. The second approach explicitly included
trend and seasonality by decomposing the series into those components, fitting a model to
the trend-adjusted series, and then reintroducing the seasonal part. Third, a long short-term
memory deep learning regressor was trained to capture longer-range dependencies. The
evaluation on the test set was performed using the Mean Absolute Error (MAE). Residual
analysis examined autocorrelation and the distribution of errors.

Results and Discussion. A focus on one item showed a strong weekly cycle. The first
autoregressive approach without explicit seasonality partially captured the data but left some
significant autocorrelation in the residuals. The second autoregressive variant that
considered trend and weekly seasonal decomposition achieved the best short-term
predictive accuracy, reflected by lower MAE. The deep learning regressor, implemented in
a recursive multi-step setup, did not outperform the autoregressive one, partly due to error
accumulation and possibly incorrect choice of its architecture.

Conclusion. The study indicates that for retail data with clear weekly fluctuations, auto-
regressive moving-average models enhanced by trend and seasonal decomposition can
provide robust forecasts. Neural network methods can model non-linearities but require mo-
re specialized sequence-to-sequence configurations to avoid cumulative forecast errors. Fu-
ture work can involve combining methods for multi-horizon and hierarchical retail time series.

Keywords: Time series analysis, machine learning, retail forecasting, ARIMA, LSTM,
seasonality

INTRODUCTION

Retail sales forecasting is pivotal for demand-driven supply chain management,
strategic pricing, and minimizing waste from unsold inventory. Historically, simple models
such as Moving Averages or Exponential Smoothing were used to predict consumer
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demand. With the exponential growth of data volumes, modern forecasting efforts leverage
more sophisticated approaches, including autoregressive integrated moving average
(ARIMA) models and neural networks.

However, successful forecasting in the retail sector encounters several challenges.
Seasonality with weekly, monthly, or yearly patterns. Trend components reflect broad,
gradual changes in consumer behavior. Promotional spikes and special events.

As shown in [1], machine learning models that leverage generalization across
products and stores can improve forecasting accuracy even with limited historical data.
While our study evaluates ARIMA and long short-term memory (LSTM) separately, the
findings in [1] support the idea that different modeling approaches capture distinct sales
patterns. This reinforces the value of comparing classical methods like ARIMA with deep
learning models such as LSTM to assess their strengths across scenarios.

Accurate retail demand forecasting is essential for optimizing inventories, streamlining
operations, and enhancing customer satisfaction. Recent studies demonstrate the potential
of machine learning (ML) and deep learning (DL) methods to handle various complexities
in sales data, such as seasonality, special events, and regional differences [3]. The M5
Competition [2] further highlights the importance of hierarchical retail datasets, driving
advancements in both established and novel forecasting algorithms.

Several publications show the advantages of ML-based approaches. For example, [6]
treats sales forecasting largely as a regression problem, citing improvements over time-
series models like ARIMA. In [6], using additional (exogenous) data enhances XGBoost
performance, while [4] and [5] underscore the effectiveness of LSTM and convolutional
neural networks (CNN), as well as hybrid models (XGBoost-LSTM). Time Series
forecasting with LSTM is broadly described in the article [4]. The author describes so-called
“Multistep” forecasting or “Walk-Forward” forecasting that will be leveraged in this study.

Training of deep neural networks may be expensive in terms of time and resources.
Alternatively, to training or model fine-tuning, in-context learning was introduced in large
language models. The idea is that giving examples to model works similarly to fine-tuning
it for foundational models. Authors of Lag-Llama, the open-source base model for
univariate probabilistic forecasting [8], decided to replicate this idea for time-series
forecasting to make the model adjust to specific data more seamlessly. The novelty of this
study lies partially in the way models produce forecasts. As the output model predicts
mean, standard deviation, and degrees of freedom estimates of the predicted distribution,
from which model forecasts are then sampled.

Despite these strides, challenges remain in forecasting the complex seasonality of
retail sales. Therefore, the purpose of this study is to develop and experimentally validate
a demand forecasting approach that leverages ML and DL techniques under real-world
retail constraints. By applying these approaches to the M5-forecasting accuracy dataset,
we aim to examine how trend, seasonality, and advanced recurrent neural network
architectures influence forecast performance.

MATERIALS AND METHODS

Data Description

This study used the M5-forecasting accuracy dataset [7], comprising over 30,000
unique time series from Walmart stores across different US states. Each product-store
combination details daily unit sales from 2011 to 2016. It includes sales data for specific
products at individual store locations, incorporating contextual factors such as pricing,
promotions, and product/store characteristics. The dataset is substantial, spanning several
dozen gigabytes, making it highly valuable for time series research. The dataset exhibits
variability across different time periods, including daily, weekly, and monthly fluctuations.
Due to the dynamic nature of sales and the numerous influencing factors, developing
accurate forecasting models is challenging. Forecasting requires consideration of future
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time horizons, in addition to historical sales data. Robust evaluation metrics are necessary
to assess the accuracy of predictions. This dataset is widely used for testing and
benchmarking forecasting algorithms.

Forecasting Approaches

Three main forecasting approaches were explored.

First, we used ARIMA models. Itincorporates autoregressive (AR) terms. This element
of the model indicates that the current value of the series can be represented as a linear
combination of the previous values and model parameters. [2]

Yic+dpr Y+ .+ Y, + & (1)

where ¢ is slope model parameter,
¢ — intercept model parameter,
and p — a hyperparameter of the model.
In order to define hyperparameter p in AR we shall use the autocorrelation function.

cov(ye, Ye-1)
T =corr(Yp,yx) = ————— (2)
O0t0t—k
Differentiating for stationarity (I). Includes differentiation of the series to achieve
stationarity. For example:

Yt, = Yt - Yt—l (3)

Additionally, moving average (MA) terms. It represents a series as a weighted
combination of error values. The MA process must be stationary [2]

Yt =u + gt + 61 * gt—l +... +9q€t—q (4)

where 6,, — slope model parameter,
u — average of the series, also can be an intercept,
and ¢, — past errors obtained from AR.
To define hyperparameter q in MA we shall use the partial autocorrelation function.

cov(Ye, Ve
1 = corr(Ve, Vi) = M and Ym (0 < m < k): y;_, = const (5)

0t0t—k

Note: partial correlation function on the contrary to correlation function helps to
determine direct effect of y;_, on y;.

Second, an ARIMA variant explicitly accounted for trend and seasonal effects by
decomposing the time series (Fig. 1) into trend, seasonal, and residual components, then
applying ARIMA on the deseasonalized series and re-adding the seasonal parts [2].

Why is time series decomposition needed?

e Modeling: to predict the trend and add a seasonal component.
¢ Using the seasonal component as a feature for the model.
¢ Using knowledge of the trend and seasonality for more useful actions. For example, if
we know some periodicity, we can decompose it into a Fourier series, generating the
corresponding periodicity sin(kx) and cos(kx) and feed these functions to the input of
a linear model, thus we can get a good basic solution.
Third, we implemented a Long Short-Term Memory (LSTM) regressor from the class of
recurrent neural networks (Fig. 2), training it to capture longer-range patterns [3].
For LSTM regression in one step ht is projected onto the linear layer of the network.
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Fig. 1. Additive Decomposition of Time Series: Original (a), Trend (b), Seasonality (c), and Residuals (d) [10].

In a chosen recursive multi-step forecasting strategy, the model's previous
predictions serve as inputs to forecast further ahead. The idea of this approach can be

analytically described as follows [3]:

prediction(t +1) = model(observ(t), observ(t — 1),
prediction(t + 2) = model(prediction(t + 1),0bs(t),

®
T

.., 0bs(t — n)),
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Fig. 2. Schematic representation of LSTM cells [11]: h; — hidden state output; x; — time series input value.
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Evaluation

We evaluated performance using MAE, SMAPE, MASE to quantify forecast accuracy,
while the analysis of residuals and autocorrelation confirmed how well each model
explained the underlying patterns.

Used Software

The experiments in this study were conducted using Python 3.11. For time series
modeling, the statsmodels library was employed to implement ARIMA models and perform
STL decomposition. LSTM networks for deep learning-based forecasting were developed
using PyTorch.

RESULTS AND DISCUSSION

Case Study on a Single Product with ARIMA

For our experiment we picked an example of an M5 dataset. It is the daily sales of a
product item called “FOODS_3 090 _CA_3,” where “FOODS_3” indicates a department-
subcategory (food items), “090” identifies the product, and “CA_3” denotes a particular
store in California. Initial exploration revealed a clear weekly seasonal pattern and some
irregular peaks likely driven by promotions.

The experiment aims to evaluate the forecasting performance of the ARIMA (7,0,7)
model on a given time series dataset, assessing its ability to capture trends and fluctuations
in both training and test sets.

The ARIMA (7,0,7) model was trained on historical data, with actual values
represented in blue for the training set and red for the test set (Fig. 3 and Fig. 4). Model
predictions were compared against actual values, with forecasted values shown in purple
for the training set and orange for the test set.

The results indicate that the model successfully captures the general trends and
periodic fluctuations in the training set. However, discrepancies were observed, particularly
in areas with sharp peaks and drops, suggesting potential limitations of the approach.

The next experiment investigates an alternative forecasting method that separately
models trend and seasonality components using an additive decomposition approach. The
goal is to improve forecasting accuracy by isolating these components before making
predictions.

The time series was decomposed into trend, seasonality, and residuals. The trend
component was forecasted using ARIMA (7,0,7), removing seasonal fluctuations for a
clearer long-term prediction. After predicting the trend, the seasonal pattern was
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Fig. 3. Sales forecasting with the ARIMA (7, 0, 7) on train and test sets.
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reintroduced to reconstruct the complete forecast (Fig. 5 and Fig. 6). The approach
provides improved metrics compared to a standard ARIMA model, though deviations still
exist at extreme peaks and dips.
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The time series was decomposed into trend, seasonality, and residuals. The trend
component was forecasted using ARIMA (7,0,7), removing seasonal fluctuations for a
clearer long-term prediction. After predicting the trend, the seasonal pattern was
reintroduced to reconstruct the complete forecast (Fig. 5 and Fig. 6). The approach
provides improved metrics compared to a standard ARIMA model, though deviations still
exist at extreme peaks and dips.

LSTM Performance
LSTM regressor was trained to predict the next-day sale.

LSTM Configuration.
The network consists of two stacked LSTM layers, each with a hidden state size of
256 units. The input sequence length (window size) is set to 30-time steps. No dropout
regularization is applied between layers. The model is trained for a maximum of 269 epochs
using the Adam optimizer with a learning rate of 1 x 10™%.

Early Stopping.

To prevent overfitting and reduce training time, we apply early stopping based on valida-
tion loss. The model is saved whenever the validation loss improves beyond a set threshold,
and training halts if no improvement occurs for 100 consecutive epochs. The best model
(from epoch 169) is retained for evaluation. Learning curves are shown in Fig. 7 and Fig. 8.
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Fig.7. LSTM Training and validation mean squared error (MSE) loss curves for next-day sales prediction.
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Fig. 8. LSTM training and validation mean absolute error MAE metric curves for next-day sales prediction.
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LSTM was trained to perform next-step prediction on historical sales data and
employed recursive inference to produce multi-step forecasts. Evaluation shows (Fig. 9
and Fig. 10) that while the model achieves good performance on the test set (MAE = 36.0,
symmetric mean absolute percentage error (SMAPE) = 30.4), it performs worse on the
training set (MAE = 77.0, SMAPE = 61.4) due to recursive error accumulation and the
presence of higher variance in earlier historical data. This discrepancy highlights the
limitations of recursive forecasting on long historical sequences.
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Fig. 9. Forecasting a time series using pretrained LSTM Regressor with recursive multistep approach.
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Fig. 10. Forecasting a test set of time series using pretrained LSTM Regressor with recursive multistep approach.

This approach seems to be working satisfactorily for shorter test sequences but does
not work efficiently for longer-term train series forecasting. Its quality also seems to be
dependent on the initialized sequence to regress from. Thus, we think that adopting a more
specialized sequence-to-sequence design could improve results. Sequence-to-sequence
approach for long-term time series forecasting is nicely described in the work [9].

Evaluation metrics
Table 1 presents train and test MAE metrics for LSTM regressor, Prophet, ARIMA
(7,0,7) and for ARIMA trend forecasting with added seasonality.
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Table 1. Evaluation metric of models on train and test sets

Evaluation metrics

Models Train Test Train Test Train Test
MAE MAE SMAPE SMAPE MASE MASE
LSTM Regressor 77.05 36.01 61.38 30.42 11.05 4.25
Prophet (out of the box) 56.24 62.97 71.51 83.18 5.415 5.37
ARIMA (7,0,7) 37.55 26.86 65.19 24.25 2.28 2.99
ARIMA trend +

. 30.35 21.83 45.55 19.95 2.16 2.30
seasonality

LSTM Regressor shows the significant gap between training and test MAE (from
77.05 to 36.01), likely due to recursive multistep inference on training data leading to
error accumulation. Lower test errors imply that when evaluated on shorter, realistic
forecast horizons, the LSTM performs better. LSTM has the highest mean absolute
scaled error (MASE) on train and test sets, which means that the prediction is the worst
against naive forecast.

Prophet out of the box with weekly seasonality performs poorly for this time series. It
may need tuning. MAE and MASE are similar across train and test. Prophet is not overfitting
but is underperforming overall. High SMAPE and MASE indicate poor predictive quality and
high deviation from naive forecasts.

ARIMA (7,0,7) performs better than previous models. Its average error is only 26
product units on the test set and 37 product units train set. It indicates that ARIMA (7,0,7)
managed to handle linear dependency in data well and forecast sales better in this case
than LSTM Regressor with a recursive approach to forecasting. Its test MASE (2.99) is
lower than LSTM’s, indicating fewer cumulative errors across the forecast horizon and
higher proximity to the naive forecast errors.

ARIMA with trend and added seasonality performs the best on train and test sets. This
model achieves the best overall performance, with the lowest errors across all metrics for
both train and test sets. It indicates that there are trends and seasonal weekly oscillations
that ARIMA manages to capture carefully.

Residual Analysis

To compare the results of ARIMA (7,0,7) and ARIMA with trend and added
seasonality, we conducted comprehensive residual analysis, including examination of
residuals versus ground truth sales, distributional fit, and autocorrelation.

The residuals from an ARIMA (7,0,7) model are illustrated on Fig. 11a. The scatter
plot reveals a structured pattern. The residuals reflect a noticeable downward trend in
residuals for higher sales values, indicating potential model bias and underperformance in
high-sales as well as low-sales regions.

The empirical distribution has noticeably heavier tails, thus it is better approximated
by the Laplace distribution (fited mean = 14.7, STD = 23.8) when compared with the
normal distribution (fitted mean = 10, STD = 30.3). This reflects the presence of outliers or
unmodeled structure. While most lag values fall within the 95% confidence bounds, several
statistically significant autocorrelations remain — especially at lower lags (e.g., lags 1, 2, 7,
and 14).

These values indicate the presence of remaining temporal structure in the residuals,
violate the assumption of white noise — indicating that certain data features remain badly
modeled.
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Fig. 11. Scatterplot (a), distribution of residuals (b) and autocorrelation function of residuals (c) for modeling with
ARIMA (7,0,7).

Residual plots from the ARIMA with trend + seasonality approach (Fig. 12) reflect the
fact that the smoothed residual mean is flatter, and the variance is more stable across sales
values. Residual values related to small sales are lower though outliers remain for high
sales.

This plot shows improved bias handling due to trend modelling and proper seasonal
treatment.

The Laplace approximation fitting remains better than the normal fit, but the mean
(closer to 0) and reduced standard deviation indicate more centred, less dispersed
residuals. This reflects improved modelling of systematic patterns, though some non-
normality remains.

The updated ACF shows weaker and fewer significant lags, indicating a closer
approximation to white noise. This confirms that accounting for seasonality and trend
improved the temporal independence of residuals.

This result suggests the model more adequately captured the main structure — both
trend and seasonal cycles.
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Fig. 12. Scatterplot (a), distribution of residuals (b) and autocorrelation function of residuals (c) for ARIMA(Trend)
+ Seasonality modeling.

Diebold—Mariano test

We applied the Diebold-Mariano (DM) test to statistically compare the predictive accuracy
of several forecasting models on the test set. The test evaluates whether the difference in
forecast errors between two models is statistically significant. A positive test statistic
indicates the second model has lower forecast error (is more accurate), while a negative
value favors the first model. The p-value assesses the significance of this difference. The
results are attached to Table 2.

From the results on a test set, we can see that ARIMA significantly outperforms non-
tuned Prophet. ARIMA with seasonality significantly outperforms Prophet even more.
ARIMA with trend and seasonality significantly improves ARIMA. No significant difference
between LSTM and Prophet. ARIMA significantly outperforms LSTM. ARIMA with
seasonality significantly outperforms LSTM even more.
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Table 2. Diebold—Mariano test results

Models’ comparison Test Statistic P-value
ARIMA vs Prophet -6.73 7.78x107°
ARIMA trend + seasonality vs Prophet —7.86 9.27x10-"
ARIMA trend + seasonality vs ARIMA -3.63 5.9x104
LSTM vs Prophet -1.05 0.296
LSTM vs ARIMA 6.22 5.4x10-8
LSTM vs ARIMA trend + seasonality 6.25 4.99x10-8

CONCLUSION

In this paper, we focused on predicting retail sales trends using time series analysis
and machine learning algorithms. Forecasting methods, including autoregression (AR),
moving average (MA), integrated autoregression with moving average (ARIMA), seasonal
ARIMA (SARIMA), and long short-term memory (LSTM) played an important role in the
study. We also compared the results to Prophet model with default hyperparameters.
Based on experiments conducted with sales data we've folded up our conclusions.

Seasonality Matters: The presence of distinct weekly patterns proved vital for
accurate forecasting; explicitly modeling seasonality with ARIMA significantly reduced
errors.

Trend Decomposition: Decomposing the data into separate trend and seasonal
components allowed a more precise fit, which is especially helpful in retail domains with
strong cyclical effects.

Neural Networks Caveats: While LSTM can capture complex patterns, performance
depends on architecture design, training strategy, and the amount of data. A single-step
recurrent approach can lead to escalating errors in multi-step forecasts. The quality of
forecasts is dependent on the initialized sequence to regress from.

Practical Implications: For retail businesses, relatively straightforward ARIMA
extensions remain a strong baseline. More complex models are promising but require
careful tuning.

These findings underscore the importance of robust time series decomposition and
targeted model selection. The results of this work can be used to improve solutions in the
field of inventory management and sales planning in retail. Future work will explore hybrid
methodologies, combining the interpretability of statistical models with the flexibility of deep
learning architectures for hierarchical and multi-horizon sales forecasts.
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MOJAENOBAHHA PO3APIBHUX NMPOOAXIB 3 BUKOPUCTAHHAM METOAIB
ABTOPEIPECIMHOIO IHTEFTPOBAHOIO KOB3HOIO CEPEOHbLOIO TA
OOBrOCTPOKOBOI MAM'ATI

Onekciti Kaumap ©O*, Poman Lllyeap 20, l2zop Konuy ©Q
Kagpedpa cucmemHO20 npoeKkmye8aHHs,

JIbsiscbkuli HauioHanbHUU yHieepcumem iMeHi lsaHa ®paHka

8yn. [ipazomaHosa 50, 79005 Jibeie, YkpaiHa

AHOTALIA

Beryn. [lporHodyBaHHA po3gpibHMX MpodaxiB Mae KPUTUYHE 3HA4YeHHs  Ans
e(eKTMBHOIO ynpaBniHHA 3anacaMmy Ta NaHLUlrom noctaBok. Yepes cknafHictb i obcsar
CydacHMX po3apidHUX AaHuX TpaauUiHUX CTaTUCTUYHUX MOAENEN 4YacTo HegoCTaTHbLO.
I[HTerpauis MeToAiB MalUMHHOIO HaBYaHHS 3 aHani3oM YacoBWUX PSAiB LO3BOSISIE CYyTTEBO
NOKpaLLMTX TOUHICTb NPOrHo3iB.

Martepianu Ta MeTogu. Y docnimkeHHi BUKopuctaHo Habip gaHux M5, wo Bknovae
noHag 30 000 yacosBux psAiB LWOAEHHWX MpofaxiB ToBapiB y MarasuvHax. lNpoBeageHo
OYMLLEHHs1 Ta nonepegHio 06pobKy AaHMX, BKMHYHO 3 OBpPOOKOK MpPOMycKiB, a TakoX
pO3AineHHsaM pagiB Ha HaByarnbHi Ta TecToBi BUBipku. Byno 3actocosaHo Tpu nigxoam Ao
nporHo3dyBaHHs. lMeplwmin - knacuyHa aBTOperpecuBHa mMogernb 3 KOB3HUMW CepefHiMu
(ARMA), Wo He BpaxoBYE SBHWM YMHOM CE30HHICTb. [pyryin meTon i3 posknagaHHaMm
4acoBOro psigy Ha TPEHOOBY W CE30HHY KOMMOHEHTW, nobyaoBow mogeni Ans
CKOPWIroBaHOro psifly, a NoTiM BiJHOBINEHHSIM MOBHOO MPOrHO3Yy 3 ypaxyBaHHAM CE30HHOCTI.
TpeTin - Mogenb rMMOOKOro HaBYaHHA Ha OCHOBI Mepexi TUMy «[oBra KopoTKO4acHa
nam'atb» (LSTM), 3patHa BuABNATM [OBroTpuBani 3anexHocti. [Ons  ouiHoBaHHSA
BMKOpPUCTOBYBanacb MeTpuka cepefgHboi abcontoTHoi nomunku (MAE), a Takox aHanis
aBTOKOpensLii 3anuLuKiB.

PesynbTatn. AHania npogaxiB OKPeMOoro ToBapy BUSBMB YiTKO BUPaXeHy TWXKHEBY
Ce30HHICTb. ABTOperpecuBHui nigxia 6e3 agekomnosuuii YacTkoBo Bigobpaxkas CTPYKTYpY,
ane sanvwas CYTTEBY aBTOKOPENALio B 3anuwkax. [pyriin MeToA, Sk BpaxoByBaB TPEHA,
Ta Ce30HHY KOMMOHEHTY, MNOKa3aB Haunkpawi pesynbtatm 3a MAE, pocsrHysLn
HaNTOYHILLOro KOPOTKOCTPOKOBOrO MporHody. HelipoHHa mepexa LSTM, peanisoBaHa y
6araToKpOKOBOMY peKypcMBHOMY pexumi, He nepesepwuna ARMA-mogens 4epes
HaKoMMYeHHs MOMWIOK i, IMOBIPHO, HeigeanbHy KOHQIrypawito apxiTektypu.

BucHoBku. [na po3gpibHMX 4acoBuX pAfiB i3 PerynspHO TWKHEBOK CE30HHICTIO
HalnKpally TOYHICTb 3abesneuvyloTb aBTOpPErpecuBHi Mogeni 3 ypaxyBaHHAM TpeHay W
CE30HHOI Aekomno3uuii. HempoHHi Mepexi mMarTb MoTeHUian y MOLENoBaHHI CKIagHUX
3anexHOCTeN, O4HaK BUMaratoTb peTenbHOro HanalwTyBaHHS, Wo0b YHUKHYTU HAKOMUYEHHS!
noMunok. ¥ manbyTHboMy BapTo OCniavTh kombGiHOBaHi nigxoau Anst 6aratopiBHEBUX i
6araToropn3oHTHNX NPOrHO3iB.

Knrouyoei cnoea: aHania 4acoBuWx psgiB, MalUMHHE HaB4YaHHs, po3gpibHe
nporHo3yBaHHs, ARIMA, LSTM, ce3oHHicTb
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ABSTRACT

Background. Physics-informed neural networks (PINN) demonstrated strong
capabilities in solving direct and inverse problems for partial differential equations. In this
study, the focus is on applying PINNs for the approximation and extrapolation of narrowband
signal propagation. This effort is motivated by the potential to reduce measurement and
numerical costs in applications such as acoustic and electromagnetic beacon-based
navigation systems. These systems aim to map environments and track object trajectories
by leveraging wave propagation data.

Materials and Methods. The propagation of harmonic waves through a medium can be
described using either the wave equation or the Helmholtz equation. To establish a
connection between these equations, the Fourier transform is employed. PINNs are trained
in the time or frequency domain to predict wave propagation characteristics such as
amplitude and phase. The study compares the performance of PINNs against conventional
neural networks.

Results and Discussion. The study finds that PINNs exhibit superior performance over
conventional neural networks when training data points are separated up to the Nyquist rate.
In the time domain, PINNs accurately predict epy phase up to a distance of one cell except
for the direction to the source. However, amplitude predictions are less accurate, with errors
below 20% up to a distance of 0.5 cells. For larger amplitudes, the model struggles to provide
reliable predictions. Training PINNs in the frequency domain requires less computational
resources, but performance is worse than in the time domain.

Conclusion. PINNs offer promising advantages for modeling wave propagation in
narrowband signals, particularly in scenarios where measurement data is sparse or local.
They can increase resolution, reduce the volume of required data, and optimize
computational efficiency. Despite their limitation, there is a difference in solutions between
the time and frequency domains due to the nonlinear nature of NN. Future work could
address the accuracy of predictions through better network architectures or hybrid
approaches.

Keywords: Physics-informed neural networks, PINN, waves, super resolution, deep
learning, fast Fourier transform

INTRODUCTION

Physics-informed neural networks (PINN) demonstrate good results in solving a
particular partial differential equation (PDE), e.g., solving Burger's equation [1]. Unlike
traditional neural networks, PINNs embed the governing equations of physical systems into
their loss functions, ensuring that the network’s predictions are consistent with the
underlying physics. Also, this approach is capable to solve inverse problems [2] in different
areas. By embedding the governing equations of physical systems (PDEs) into the training
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process, they achieve better performance in modeling complex systems. This is a
promising method that is considered to be applied for quantum computing [3]. However,
background investigation of PINNs is not a complicated topic, and this area is rapidly being
investigated to understand its limitations.

This paper investigates the capabilities of approximation and extrapolation of
narrowband signal propagation using PINN to minimize measurement and numerical costs.
Approximation of measured data using PINNs allows for an increase in resolution without
extra data sets [4], but it considers convolutional neural networks and conclusions cannot
be directly transferred to conventional PINNs that use fully connected layers. On the other
hand, such a fully connected PINN can generalize multiple solutions and do generalization
[5]. However, such generalization requires multiple measurements that are done in the
whole space of interest. This opens the question about extrapolation that is based on data
points that do not cover the area of interest. A typical neural network is not good for
extrapolation tasks and can produce arbitrary results. These results can vary from multiple
factors, e.g., weight initialization, etc. There were investigations of ill-posed problems for
near-wall blood flow from sparse data [6] that solve the Navier—Stokes equations. However,
extrapolation without specifying boundary conditions is more difficult. Also, there is a large
interest in reducing computation resources by training multiple PINNs [7], and this approach
may be applied to reduce the number of measurements too.

The motivation for this work stems from practical challenges in navigation systems
and wireless communication applications. Some navigation systems require the ability to
construct navigation maps based on acoustic and electromagnetic beacons. Also, it can be
helpful to do tracking of trajectories of moving objects in wireless applications [8]. These
systems require the prediction of signal parameters such as phase and time delay, which
are further used to infer distances. Accurate predictions depend on high-resolution data,
which is often limited in real-world scenarios due to cost constraints. PINNs offer a potential
solution to this problem by increasing resolution through intelligent interpolation and
extrapolation without requiring additional measurement points.

MATERIALS AND METHODS

Theoretical Framework
The simplest model to investigate narrowband signals is wave propagation in a
medium. It can be described by the wave equation:

W = CZVZU, (1)

where u is the wave function;
c is the wave speed; and
V2 is the Laplacian operator.
If the propagation model does not contain nonlinear effects, steady-state conditions
can be assumed, and the Helmholtz equation is used:

Viu + k?u = 0, (2)

where k = w/c is the wave number, and w is the angular frequency.

The Fourier transform provides a bridge between the time-domain wave equation and
the frequency-domain Helmholtz equation. This relation is used to compare trained PINNs in
different domains (Fig. 1). Note that the similarity of solutions in the time and frequency do-
mains is not guaranteed because of using a neural network that is a nonlinear approximator.
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Fig. 1. Comparison of wave propagation in time and frequency domains.
To simplify the investigation, the propagation model of a harmonic wave in a 2D
medium is used. The harmonic wave source is located at a fixed point in the domain, and

the propagation is computed analytically with a defined spatial and time step. The source
is modeled as a harmonic excitation at a fixed point (x,, y,) in the domain:

u(x, vy, t) = %sin(kp — wt), (3)

where a/ﬁ is the amplitude of the source wave;

p =+ (x —x0)% + (y — ¥0)? is the distance from the source of the harmonic wave.
The computed points are used to generate training and test datasets.

The simulation domain is divided into two parts: the core part, which has discretized
points from 0 to 1, is used for training and verification of increasing resolution; the area
outside of the core is used for verification of extrapolation. The core area has a length of
2.5 wavelength in x and y directions. Data in the core area that is marked by the red
rectangle in Fig. 2 has 32 points in the time domain and different discretizations in the
space domain, e.g., 32x32 or 8x8. Such greed in the space domain is the worst case for
increasing resolution and simple to make conclusions.

The training data are generated for two cases: a single harmonic source that uses the
equation above, and two harmonic sources in opposite phase. The goal of the PINN is to
predict the wave field across the entire domain, including areas where data are not
available.

PINN Architecture and Training
The PINNs used for this study are a fully connected neural network with the following
architecture (Fig. 3):
e Input layer: x, y and t for time domain investigation and x, y for frequency domain.
o Hidden layers: three fully connected layers with 64, 128, and 64 neurons, using the
Tanh activation function.

Frame 0 Frame 0

q (|

I

Fig. 2. Input data for neural networks training for single and two sources models.
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Time domain

Xyt Input(3) Tanh(64) Tanh(128) Tanh(64) Linear(1) u

Frequency domain

XY Input(2) Tanh(64) Tanh(128) Tanh(64) Linear(2) Uger Ui

Fig. 3. Architecture of used neural networks for training in time and frequency domains.

e Output layer: one neuron for representing u(x,y,t) in the time domain or two
neurons for complex valued u(x, y) in the frequency domain.
The same architecture is used for conventional neural networks with data only losses
Lgata- On the other hand, the PINN loss function used in training combines data loss and
physics loss:

L = Lgata + Lphysics' 4)

where Lg,¢, represents the error between the model prediction and the analytical data;
Lpnysics represents the error in satisfying the governing PDEs.

The physics loss term is computed by substituting the neural network output into the
PDE. Note that boundary conditions and initial conditions are not given separately and are
partially present in the analytically computed data.

The ordinary NN and PINN models were developed using PyTorch version 2.5.0 [9].

The training data consists of simulated wave propagation data generated from the
wave equation and the Helmholtz equation, which are given above. Physics loss is given
in the whole area of interest. Different PINNs are trained in the time or frequency domain
to assess their performance in:

e Predicting phase and amplitude at non-computed points. Note that FFT is used for
temporal output to represent the result in the frequency domain.
e Extrapolating solutions beyond the dataset domain.

The networks are trained using the Adam optimizer with a learning rate of 0.001. A
total of 12,000 training iterations are performed. MSE of the physics loss is scaled by 0.01
relative to MSE of the data loss to provide correct training.

RESULTS AND DISCUSSION

Approximation accuracy for different models

The approximation accuracy is tested for simple NN and PINN in the time and
frequency domains. Figure 4 contains the mean square error for different NNs depending
on the number of measurements per wavelength. In other words, there is a dependance of
error on resolution. It is obvious that decreasing resolution increases error for all cases.
However, PINNs approximate data better in the case of decreasing resolution. PINNs stop
working if the sampling rate is less than the Nyquist rate (< 2 in Fig. 4).

Note that this result is valid for PINNs in time and frequency domains. So, PINNs can
be used to increase resolution, which decreases the number of measurements.
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Fig. 4. Approximation error of different NNs depending on data density.

Extrapolation Capability

Ordinary NN and PINN are trained in limited regions and demonstrate different
extrapolation performance in the frequency domain. Fig. 5 shows that an ordinary NN gives
expectedly incorrect results for the single source.

On the other hand, Fig. 6 shows that PINNs can predict phase and amplitude in
neighboring regions where phase is predicted with 20% error up to 0.5 of the training cell
size, which is marked by a red rectangle. An exception is the neighboring region that is
directed to the source. This is caused by the absence of the wave excitation source in the
partial differential equation.

Using PINNs in the frequency domain for predicting narrow band signals allows for a
reduction in computational resources.

Extrapolation of PINN in the time domain predicts phase correctly at a distance of 1
cell except the direction to the source (Fig. 7). Amplitude is predicted with an error of < 20%
at a distance of 0.5 cells except the direction to the source. Large amplitudes cannot be
correctly described by the model in both domains.

Also, Fig. 7 illustrates on the bottom images, predicted wave propagation in the time
domain for two sources in opposite phase. It has a similar result to a single source. And
these results are better than those for the frequency domain. This allows us to reduce the
amount of data for training.

Amplitude Phase

2.0

15

0.5

0.0 4

-0.5 1

-1.0 -05 0.0 0.5 1.0 15 2.0 -1.0 =05 0.0 0.5 10 15 2.0

X X

Fig. 5. Extrapolation results in frequency domain of ordinary NN for single source.
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X
Fig. 6. Extrapolation results in frequency domain of PINN for single source.

Amplitude Phase
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-10 -05 00 05 1.0 15 20

X

Amplitude Phase

Frame 29

25 !
X -10 -05 00 05 1.0 15 20 -10 -05 00 05 10 15 20

X X
Fig. 7. Extrapolation results in time domain of PINN for single (top) and two (bottom) sources.

Despite the advantages of PINNs, it exhibits the following limitation. Nonlinearities in
the neural network architecture prevent exact equivalence between time-domain and
frequency-domain solutions.

CONCLUSION

PINNs offer a powerful tool for modeling wave propagation in scenarios where
measurement data is limited in some areas. This study demonstrates their ability to improve
resolution, extrapolate solutions, and reduce the need for additional data and
computations. While challenges remain, particularly in the accurate prediction of large
amplitudes and the preservation of solution identity across domains, PINNs represent a
promising approach for applications in navigation and wireless tracking.

Future work should focus on improving the accuracy of predictions through better
network architectures or hybrid approaches.
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®ISUYHO-IHOPOPMOBAHI HENPOHHI MEPEXI A1 MOOENIOBAHHSA
NOLWMPEHHA BY3bKOCMYIrOoBUX CUrHANIB

lzop Konuy ©©
JIbsiecbkull HayioHanbHUl yHieepcumem imeHi IeaHa ®paHka,
syn. [ipazomaHosa, 50, m. Jiseie, 79005, YkpaiHa

AHOTALIA

BcTyn. ®iznyHo-iHpopmoBaHi HelpoHHi Mepexi (PIHM) npoaemoHCcTpyBanu NOTYXHi
MOXIMBOCTi Y BUpILLUEHHI Npamux i obepHeHux 3agady ans audepeHuianbHUX PiBHSHbL Y
YaCTKOBMUX NOXiAHMX. Y UbOMY AOCHIOXEHHI OCHOBHa yBara npuainsieTbCs 3aCTOCYBaHHIO
®IHM pns anpokcumauii Ta ekcTpanonsuii MOWMPEHHS BY3bKOCMYroBoro curHany. Lli
3ycunnsg MOTMBOBaHI MOTEHLINHOK MOXIMBICTIO 3MEHLINTM BUTPATM Ha BUMIPIOBAHHA Ta
yncenbHi BUTPATU B TakMX 3aCTOCYHKaX, SIK HasirauiHi CUCTEMU Ha OCHOBI aKyCTUYHUX i
enekTpoMarHiTHMX maskis. Lli cuctemun CTBOpPIOIOTL KapTy cepedoBulla Ta BiACTEXYHOTb
TpaekTopii 06’eKTIB, BUKOPUCTOBYHOUYM AaHi NPO NOLUMPEHHS XBUIb.

Matepianu Ta meToau. lMoLWMpeHHsi rapMOHINHUX XBUIb Y CEpeoBULLi MOXHa onucaTn
32 [I0MOMOrOK XBUIIbOBOrO PiBHSIHHSA abo piBHSAHHS enbMmronbua. Onsi BCTAHOBMEHHS
3B'A3KY MK UMMM PIBHAHHAMW BUKOPUCTOBYETHCS nepeTBopeHHs dyp'e. PIHM HaBueHi B
yacosin abo 4acToTHIN obnacTti Ana MPOrHo3yBaHHA XapaKTEPUCTUK MOLUMPEHHS XBWIi,
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Takux ik amnnityaa Ta pasa. [JocnigxkeHHs nopiBHoe NpoaykTuBHiCTb ®IHM 3i 3BuyanHmmm
HENPOHHMMMW MepeXaMu.

PesynbTaTtun. JocnimxkeHHsa nokasye, wo ®IHM geMoHCTpyloTh Kpally NpoayKTUBHICTb
Y MOPIBHAHHI 3i 3BU4ANHMMMN HENPOHHUMU Mepexamn, KONM TOYKM TpeHyBarnbHUX OaHUX
po3HeceHi Ao YacTtotu Harksicta. Y vacosin obnacti ®IHM TouHo nepenbavatoTe hasy Ha
BiACTaHi 0O OAHIEI KOMIpKM, 3a BUHATKOM HanpsiMky Ha mpkepeno. OgHak NpoOrHosu
aMnniTyan MeHL TOYHi, 3 nomunkamm meHwe 20% Ha BigcTtadi o 0,5 knituHn. Ona 6inbmnx
amnnityg Mogeni Baxko 3abe3neunTy HaginHi nporHo3n. HaBuyaHHsa ®IHM y vacTtoTHin
obnacTi noTpebye MeHLle 064YMCOBanNbHNX pPecypciB, ane NPoayKTUBHICTb HUXKYA, HiX Y
yacosin obnacri.

BucHoBkn. ®IHM nponoHytoTe GaraToobiudtoui nepeary [Onsi MOAENOBAHHSA
PO3MOBCIOAXEHHSA XBWUMNb Yy BY3bKOCMYrOBMX CUrHanax, ocobnmBo B cCUeHapisx, Ae AaHi
BMMIipIOBaHb po3pimxeHi abo nokanbHi. BoHn MoxyTb 36inblumTy po3ginbHy 3AaTHICTb,
3MeHWNTN obcar HeobxigHWX AaHWX | ONTMMI3yBaTW OBYMCrIOBanbHY egeKTUBHICTb.
HesBaxawun Ha iXx ODMEXEHHs, iCHye pi3HMLA pilleHb MiXK 4acoBOK Ta YaCTOTHOH
obnacTamu 4Yepes3 HeniHiNHY nNpupoay HEMpoHHMX Mepex. ManbyTtHa poboTa Moxe
cTocyBaTWUCSl TOYHOCTI MPOrHO3iB 32 JOMOMOIO KPaLLoi apXiTekTypu Mmepex abo ribpuaHmx
nigxoais.

Knroyoei cnoea: ®isanyHo-iHpopmoBaHi HENPOHHI Mepexi, PIHM, xBuni, HagBucoka
po3ainbHa 3aaTHICTb, MMOOoKe HaBYaHHS, WBKAKE NnepeTBopeHHsa Pyp'e.
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ABSTRACT

Background. Landmine contamination remains a critical issue for more than 60
countries, including Ukraine, where the recovery of agriculture and infrastructure is
hampered by hidden explosive devices. The authors propose a passive land-mine
recognition approach that combines measurements of magnetic anomalies obtained with an
FLC-100 sensor and a Kolmogorov-Arnold Network (KAN), delivering high accuracy while
minimising the risk of detonation.

Materials and Methods. A baseline data set of 338 real measurements (sensor voltage
V, sensor height H, soil type S) was balanced by generating 50 synthetic records for every
“soil-mine” pair using a parameterised normal distribution. After normalising V and applying
one-hot encoding to S and the mine classes M, a three-dimensional feature space was
formed. Two KAN architectures were evaluated: KAN (3-16-16-4) and KAN (3-64-64-4), both
employing cubic B-splines to achieve high-precision mine recognition (> 95 % accuracy).
Training was conducted in PyKAN (PyTorch backend) for 65 epochs with a fixed spline grid
(k =3, m = 10) using the Adam optimiser.

Results and Discussion. The KAN (3-16-16-4) model achieved an accuracy of 93.56
% without overfitting; the main confusion occurred between the “anti-personnel” and “booby-
trap” classes. Increasing the number of neurons in each hidden layer to 64 raised the
accuracy to 95.59 % and eliminated the erroneous assignment of “anti-personnel” mines to
the “booby-trap” class. Both networks perfectly distinguished the “no-mine” and “anti-tank”
cases, confirming the robustness of spline activations to sensor noise.

Conclusion. The computer experiment shows that a Kolmogorov—Arnold neural network
with cubic B-spline weights provides robust recognition of different mine types (“no mine”,
“anti-tank mine”, “anti-personnel mine”, “booby-trap”) using magnetic-field sensor data (107°
Tesla) with accuracy exceeding 95 %. Interpretable spline weights allow the contribution of
each feature to be analysed, ensuring high sensitivity to small anomalies and demonstrating
the scalability of KAN.

Keywords: Kolmogorov—Arnold network, fluxgate magnetic sensor, passive mine
detection

INTRODUCTION

Landmine detection remains a persistent and growing global concern, posing life-
threatening risks to millions of people. According to the Landmine Monitor 2023, landmines
and explosive remnants of war (ERW) continue to cause severe humanitarian consequen-
ces, with over 4,700 casualties reported globally in 2022 alone, the vast majority of whom
were civilians. More than 60 countries remain contaminated by landmines, presenting
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ongoing risks for local populations, especially in post-conflict regions such as Ukraine,
where land access, agricultural activity, and reconstruction are critically hindered [1]. In
post-war Ukraine, the problem of landmine contamination has become especially urgent,
with vast areas of agricultural and residential land requiring safe clearance. Traditional mine
detection techniques often lack the reliability and responsiveness needed for large-scale
humanitarian demining. Moreover, many active detection methods — based on emitting
electric signals — risk triggering explosive devices, endangering human operators.

A promising alternative is the use of passive detection systems [2], particularly those
based on magnetic field anomaly sensing [3], [4]. To enhance detection accuracy and
reduce operational risks, modern solutions increasingly rely on machine learning
techniques, including neural networks. However, neural networks often struggle with noise
and distortions in real-world sensor data. One method for improving the robustness and
pattern recognition capability of neural architectures is to use neural networks with
embedded spline-based functional components, such as Kolmogorov—Arnold Networks
(KANs), which are particularly effective at handling noisy and irregular data due to their
ability to learn smooth, localised approximations of complex functions.

The aim of this study is to develop an optimised architecture of Kolmogorov-Arnold
Networks in terms of the number of hidden layers, neurons per layer, and spline shape for
accurate recognition of mine types in soils of varying composition. This research is highly
relevant in the context of post-war recovery efforts in Ukraine, where effective and safe
detection of minefields plays a crucial role in restoring civil infrastructure and ensuring
public safety.

MATERIALS AND METHODS

Literature Review

Kolmogorov—Arnold Networks (KAN) represent a recent advancement in neural
network architecture inspired by the Kolmogorov—Arnold representation theorem. Unlike
traditional multilayer perceptrons (MLPs) that rely on fixed activation functions at each
node, KAN replaces every weight with a univariate, spline-parametrised function. This
allows KANs to learn richer functional representations with fewer parameters, making them
both efficient and interpretable [5].

In the work by Erdmann et al. [6], KAN was applied to a binary classification problem in
high-energy physics. The authors found that while multilayer KANs did not always outperform
standard MLPs in terms of accuracy, they demonstrated greater interpretability. Specifically,
the activation functions learned in deeper KANs differed significantly from those in shallow
models, indicating the architecture's capacity for more abstract feature extraction.

Somvanshi et al. [7] provide a comprehensive survey on KAN, outlining its theoretical
foundations and practical adaptations across domains such as biomedical analytics, time
series prediction, and graph learning. They highlight KAN’s flexibility and adaptability,
particularly in handling high-dimensional structured data.

Barasin et al. [8] explored KAN in the context of time series classification using the
UCR benchmark dataset. Their findings revealed that well-optimised KAN models
outperformed MLPs and achieved competitive results compared to state-of-the-art models
such as HIVE-COTEZ2, all while maintaining computational efficiency and robustness to
hyperparameter changes.

In terms of robustness, the study published in Applied Sciences assessed the
vulnerability of different KAN architectures to adversarial attacks [9]. Among the variants,
KAN-Mixer showed the best performance in resisting attacks while retaining strong
accuracy on clean data. This makes KAN suitable for safety-critical applications like mine
detection, where robustness is paramount.

In the field of remote sensing, Cheon [10] proposed combining pretrained CNNs with
KAN layers for scene classification using the EuroSAT dataset. The hybrid models
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achieved high classification accuracy with reduced parameter counts and faster training,
illustrating the potential for integrating KAN into real-time systems.

Drokin [11] extended KAN’s application to computer vision tasks, proposing
parameter-efficient KAN convolution layers and fine-tuning techniques. The results
demonstrated that KAN-based models can achieve strong performance in both image
classification and segmentation tasks, suggesting relevance to image-based mine
detection scenarios.

The reviewed literature suggests that KAN offers a unique combination of
interpretability, efficiency, and reliability across various classification domains. These
characteristics make it a promising candidate for mine detection, especially in post-war
Ukraine, where safety, dependability, and explainability are of paramount importance.
However, the optimisation of the Kolmogorov-Arnold Network architecture to improve
recognition accuracy — as well as the trade-off between training speed and recognition
precision —remains an open challenge, which is crucial in the context of mine detection.

Classification data

In this study, we utilised the dataset provided in [4], which focuses on the classification
of landmines based on magnetic field anomaly characteristics. The parameter values
employed in our experimental setup are summarised in Table 1. Furthermore, we analysed
the relationship between magnetic anomaly values and the soil type (Table 2), as well as
the distance between the magnetic sensor and the buried landmine (Table 3). The general
trends in magnetic field anomalies across different landmine types were also examined and
illustrated (Table 3).

To obtain reliable measurements of the magnetic anomalies surrounding subsurface
mines, the original study [4] employed a fluxgate magnetic sensor model FLC100 (10-1°
Tesla) [12], which demonstrated sensitivity to minute variations in the magnetic field. This
sensor-based approach enabled passive mine detection without the need for active signal
emission, thus reducing the risk of accidental detonation. The design and deployment of
the sensing mechanism were previously validated in [4], where a decision support system
for mine classification was developed using metaheuristic classifiers.

Table 1. Parameters data [4]

The Parameters
Output Data,

Input Data, “Independent Variables” “Dependent
Variable”
Voltage (V) High (H) Soil Type (S) Mine Type (M)

The value of the output
voltage of the FLC
Definition sensor is due to the

The distance 6 different types Types of mines
of the sensor of soil depending commonly found on

: : above the on the state of land; 4 different
action of the magnetic ; :
ground. moisture. classes of mines.
anomaly.
Dry and sandy No mine
Dry and purulent Anti-tank
Limit Dry and chalky Anti-personnel
values/ [0V, 10.6 V] [0 cm, 20 cm]
Class Wet and sandy

Booby trapped Anti-

Humid and humus
personnel

Wet and chalky
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Table 2. Dependence of magnetic field anomalies in the vicinity of mines on soil
type [4]

Anti-Personnel, Booby Trapped

Soil Type Null, V Anti-Tank, V v Anti-Personnel, V
Dry and sandy 3.560 10.400 3.830 5.590
Dry and purulent 3.500 7.500 3.920 5.590
Dry and chalky 3.720 10.400 6.890 2.406
Wet and sandy 3.780 10.400 6.220 4.490
Humid and humus 3.350 10.400 5.050 2.770
Wet and chalky 3.610 10.400 5.960 4.400

Preprocessing data

Data generation based on parameterised normal distribution

To improve the generalisation capability of the model on a limited dataset consisting
of 338 real records [4], an additional data generation procedure was applied using a
parameterised normal distribution.

The chosen method is based on generating new examples by adding pseudorandom
noise [13] to the original feature values VV and H within each subgroup of data defined by
a unique pair of soil type S and mine type M. For each such subgroup, the statistical
characteristics of the features are computed as follows:

w=V, oy=stdV), uy=H,  oy=std(H), (1)

where uy, uy — mean values of features V and H, respectively,
oy, oy — standard deviations of features V and H,

Table 3. Dependence of the magnetic field anomaly in the vicinity of mines on the
distance from the sensor to the ground [4]

Height (cm) Mine Type 1 Mine Type 2 Mine Type 3 Mine Type 4

Voltage, V Voltage, V Voltage, V Voltage, V
0.00 3.6 10.4 4.1 5.9
1.82 3.4 10.4 4.0 B3
3.64 3.4 10.4 3.8 5.0
5.45 2.8 10.4 3.9 4.4
7.27 2.9 9.5 3.6 4.3
9.09 2.7 8.3 3.4 4.25
10.91 2.9 7.0 3.4 4.2
12.73 2.6 6.4 3.45 4.05
14.55 2.5 6.2 3.5 3.9
16.36 2.6 4.8 3.8 3.2
18.18 2.6 4.6 3.2 3.2
20.00 2.4 4.5 3.2 3.1
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V, H — arithmetic means of the respective columns,
std(X) — standard deviations of features IV and H.
New examples are generated using the following formulas:

V! =V;+N(,0y - a),
(2)
H; =H; + N(0,0y4 - @),

where V;, H{ — newly generated values of magnetic field anomaly and height for the i-th
sample,
V;, H; — values sampled from an existing record in the subgroup,
a = 0.1 — noise intensity coefficient (empirically selected),
N (0, 0) — normally distributed random value with mean 0 and standard deviation o.

To ensure the physical plausibility of generated values, clipping was applied to
constrain them within real-world sensor bounds:

V! € [0.0V,10.6V],  H} € [0.0cm,20.0cm], (3)

in accordance with the sensor specifications.
For each subgroup defined by (S,M), 50 new samples were generated, which
significantly increased the number of training examples and smoothed the data distribution.

Data preprocessing before training
Before training the neural network, the following preprocessing steps were performed:
1. Normalisation of magnetic anomaly feature V:

V-V
V’ = ) (4)
Oy

where V'— normalised magnetic anomaly value,
V' — original value of the magnetic anomaly,

V' — mean magnetic anomaly over the entire dataset,
oy — standard deviation of the magnetic anomaly.
2. Categorical encoding of the soil type variable S, which takes six values:

¢ “Dry and Sandy”.

¢ “Dry and Humus”.

¢ “Dry and Limy”.

¢ “Humid and Sandy”.

¢ “Humid and Humus”.

¢ “Humid and Limy”.

These categories were encoded using One-Hot Encoding, which transforms each

category into a binary vector of size six. For example, if the soil type is the second category
(“Dry and Humus”), the vector would be:

[0,1,0,0,0,0]. (5)
3. Target encoding. The mine types M, originally in categorical form, were first mapped to

numerical indices (0—4) and then encoded using one-hot encoding for input into the
neural network.
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This method preserved the internal structure and semantics of the data, ensured
physical interpretability of the generated values, and significantly improved the model’s
generalisation potential.

Mathematical Model of Kolmogorov—Arnold Networks

The articles [3], [4] address a multiclass classification task solved with classical
machine-learning techniques — artificial neural networks [14] and their variants, support-
vector machines [15], Bayesian approaches [16], decision trees, and others [17].

Let X be the feature space X = {V, H, S}, where V denotes the magnetic-field anomaly
in the vicinity of a mine (volts), H is the sensor height above the ground that covers the
mine, and S represents the soil type. The label setis Y = {0, 1, 2, 3}, whose elements
correspond to the classes “no mine,” “anti-tank mine,” “anti-personnel mine,” and “booby-
trap,” respectively.

The classification objective is to determine a mapping operator Y*: X — Y that assigns
any previously unseen object x € X to class y € Y while minimising the Euclidean error

min|ly* =y, (6)

where y the true class label and y* is the neural-network prediction [14].

KAN morphology
The Kolmogorov—Arnold Network (KAN) is a neural architecture inspired by the
Kolmogorov-Arnold representation theorem [18]. Unlike traditional MLPs that apply fixed
nonlinearities at nodes and learn linear weights, KANs apply learnable nonlinear
activation functions on edges, modelled as univariate splines. Each layer in a KAN
consists of a matrix of spline functions, and each neuron simply sums the outputs of
these spline-parameterised edges.

General architecture
We consider KAN architecture with the shape [3, 16, 16, 4] (Fig. 1), which includes an
input layer comprising 3 nodes corresponding to the input features, followed by two hidden
layers with 16 nodes each, and an output layer consisting of 4 nodes representing either
classification labels or regression targets.
The general forward propagation is expressed by the composition of KAN layers:

KAN (x) = (@3 © @1 0 D) (x), (7)

where each @; is a functional matrix consisting of learnable spline activations.
Every layer transforms its input by applying these univariate spline functions on each
edge, followed by summation at the next layer’s nodes.

Layer-wise formulation

Let the input vector be x©@ = x € R3. The subsequent layer computations are
defined as follows:
1. First Hidden Layer (Layer 0 — 1).

For each neuron j = 1,...,16 in the first hidden layer:

3
1 _ ) (. (0)
P ICHCY) ®

2. Second Hidden Layer (Layer 1 — 2).
For each neuron k = 1,...,16 in the second hidden layer:
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Fig. 1. General architecture of KAN.
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3. Output Layer (Layer 2 — 3).
For each output node m = 1,...,4:

16
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The final output of the model is:

X

@
KAN(x) ="
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X
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9)

(10)

(11)
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Spline Activation Functions
Each edge activation function (p](fi)(x) is defined as a combination of a residual
nonlinear term and a cubic B-spline [19]:

G+k—1
@(x) = wy - silu(x) + wy z Cm B (). (12)

m=0

where silu(x) = x/(1 + e ™) is the smooth SiLU function (acts as a residual base),
B,,,(x) are cubic B-spline basis functions (order k = 3),

G = 10 is the number of intervals — G + k = 13 of basis functions per spline,

Cm, are trainable spline coefficients,

wp, W, are trainable scalar weights controlling the contribution of the SiLU and the spline.

Spline Activation Functions

The total number of parameters can be calculated as follows. Each spline
contains G + k = 13 coefficients, in addition to two weights (wy, ws), resulting in 15
parameters per edge. The first layer (¢,) contains 3 X 16 = 48 edges, contributing 48 -
15 = 720 parameters. The second layer (¢,) has 16 X 16 = 256 edges, yielding 256 -
15 = 3840 parameters. The third layer (¢, ) includes 16 X 4 = 64 edges, resulting in 64 -
15 = 960 parameters. Therefore, the total number of parameters is 720 + 3840 + 960 =
5520.

Computational Environment and Tools

The details of the experimental environment, including the software tools and libraries,
are as follows:

Programming language: Python

Neural network library: PyKAN [20]

Hardware: Personal PC (AMD Ryzen 5 5600G CPU, NVIDIA GeForce RTX 4060
GPU)

Software:

¢ IntelliJ IDEA (with Python plugin support).

Python 3.x.
PyKAN library [20].
CUDA Toolkit (for GPU acceleration with NVIDIA RTX 4060).
PyTorch (backend library for PyKAN).
NumPy (for data manipulation).
Matplotlib (for visualisation of results).

RESULTS AND DISCUSSION

In this section, we present the setup and execution of the computer experiment aimed
at evaluating the performance of Kolmogorov—Arnold Networks (KANs) for a multiclass
classification task. The experiment involved fraining and comparing two network
architectures: KAN (3,16,16,4) and KAN (3,64,64,4). The architectures were chosen based
on the task's dimensionality, where the input space was three-dimensional, and the output
space consisted of four distinct classes.

The training was conducted using the PyKAN library [20] on the Python platform. The
settings for the networks included the use of cubic B-splines as basis functions, with the
order set to 3 and the grid size set to 10. These parameters provided a sufficient balance
between the flexibility of the spline approximation and computational efficiency.
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The network KAN (3,16,16,4) was trained first. It underwent a training process over a
65 epochs and achieved an accuracy of 93.56% on the test set. In the second case, the
KAN (3,64,64,4) architecture was trained. Due to its significantly higher number of
parameters, the training took a considerably longer time; however, it achieved an improved
test accuracy of approximately 95,59%.

During the training process, loss and accuracy curves were recorded for each model
to monitor convergence dynamics and to detect potential signs of overfitting. After the
evaluation phase, confusion matrices were generated to provide a detailed understanding
of classification performance across all classes. In addition to the visual analyses, a
comprehensive classification report was produced, presenting key metrics such as
precision, recall, and F1-score for each class.

The results of the experiments are illustrated through loss-accuracy curves, confusion
matrices, and a set of other performance metrics [21], which comprehensively describe the
behavior of both tested architectures.

For the KAN (3,16,16,4) network, the loss curve (Fig. 2) demonstrated a steady
decrease without abrupt oscillations, indicating stable convergence. The corresponding
accuracy curve (Fig. 2) showed consistent improvement throughout the training process,
reaching a plateau near 92.56%. The confusion matrices (Fig. 3) revealed that most
misclassifications occurred between the (specify which classes if possible), suggesting that
the network found these classes harder to differentiate given the feature space.

The normalized confusion matrix for the KAN (3—16—16—4) model, shown in Fig. 3b,
reflects almost perfect identification of the "no mine" and "anti-tank™ classes, with correct
detection rates reaching approximately ninety-seven percent. At the same time, the
majority of misclassifications occurred between the "anti-personnel" and "booby trap”
classes: around ten objects from the first category were confused with the second, while
the reverse misclassification happened almost twice as rarely. This asymmetry is explained
by the partial overlap of magnetic anomaly ranges and sensor height, indicating that the
three-dimensional feature space was insufficient to fully separate these mine types.

Despite this, the model exhibits stable convergence of the loss function and absence
of sharp fluctuations, indicating proper hyperparameter tuning and sufficient capacity for
the basic task. However, it also signals the need to enrich the feature space specifically in
the area where classification errors are observed.

On the other hand, the KAN (3,64,64,4) architecture, while requiring longer training
time due to the increased number of neurons, achieved superior classification results with
approximately 95% accuracy. Its loss curve (Fig. 4) exhibited a smoother descent, and its
accuracy curve (Fig. 4) achieved a slightly higher and more stable plateau compared to
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Fig. 2. Training accuracy and loss over epochs for KAN (3, 16, 16, 4).
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Fig. 3. Confusion matrix (a) and normalized confusion matrix (b) for KAN (3, 16, 16, 4).
the smaller network. The confusion matrices (Fig. 5) for this model showed a significant

reduction in misclassification rates across all classes, particularly improving recognition of
“anti-personnel mine” class.
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Fig. 4. Loss and accuracy over epochs for KAN (3, 64, 64, 4).
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Fig. 5. Confusion matrix (a) and Normalized confusion matrix (b) for KAN (3, 64, 64, 4).

Increasing the number of neurons to sixty-four in each hidden layer led to significant
changes in the error patterns, as clearly seen in the confusion matrices in Fig. 5. The
updated KAN (3-64-64—4) architecture almost completely eliminated confusion between
the "anti-personnel" and "booby trap" classes in the direction from the latter to the former,
raising the accuracy for the "booby trap" class above ninety-five percent. Reverse
confusion still occurred in about seven cases out of seventy-three, reducing the recall of
this class to ninety-four percent, but these mistakes now have a one-sided nature: the
network becomes more conservative, assigning doubtful samples to the less dangerous
category in the absence of convincing evidence. The increased computational costs are
justified by the fact that overall classification accuracy improved by about two percent, and
the off-diagonal elements of the matrix sharply decreased for all classes except for the
localised issue of booby trap identification.

The comparison of the two models shows that even with the same basic set of
features, a wider architecture can capture finer signal nonlinearities and thus reduce the
number of critical errors. At the same time, the remaining confusion between classes 2 and
3 indicates the limit beyond which pure network scaling becomes less effective compared
to introducing additional information, such as gradient characteristics of the magnetic field
or contextual soil indicators.

Thus, detailed analysis of the confusion matrices indicates that the main direction for
further optimization should be strengthening the discriminative power of features
specifically for the "booby trap" class, while preserving the already achieved high reliability
in detecting other mines and safe areas.
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Comparative analysis of the two models (Table 4 and Table 5) indicates that
increasing the hidden layer size improves generalization capability but at the cost of greater
computational time and resources. This trade-off must be considered depending on the
application domain requirements.

Table 4. Classification Report for KAN (3, 16, 16, 4)

Class Precision Recall F1-score Support

0 0.9733 0.9733 0.9733 75

1 0.9730 0.9730 0.9730 74

2 0.9265 0.8630 0.8936 73

3 0.8718 0.9315 0.9007 73
Accuracy - - 0.9356 295
Macro average 0.9361 0.9352 0.9351 295
Weighted average 0.9365 0.9356 0.9355 295

Notes:
Columns:

e Precision — The proportion of predicted positive samples that are actually correct for each class.

e Recall — The proportion of actual positive samples that are correctly predicted for each class.

e F1-score — The harmonic mean of precision and recall for each class, providing a balance between the
two metrics.

o Support — The number of true instances for each class in the test set.

Rows:

¢ 0, 1, 2, 3 — The performance metrics for the classes “no mine,” “anti-tank mine,” “anti-personnel mine,”
and “booby-trap,” respectively.

e Accuracy — The overall classification accuracy across all classes (i.e., the proportion of correctly classified
samples).

» Macro average — The unweighted mean of precision, recall, and F1-score across all classes, treating each
class equally regardless of its support.

* Weighted average — The mean of precision, recall, and F1-score weighted by the number of true instances
(support) for each class, giving more influence to classes with more samples.

Table 5. Classification report for KAN (3, 64, 64, 4)

Class Precision Recall F1-score Support

0 0.9737 0.9867 0.9801 75

1 0.9730 0.9730 0.9730 74

2 0.9211 0.9589 0.9396 73

3 0.9565 0.9041 0.9296 73
Accuracy - - 0.9559 295
Macro average 0.9561 0.9557 0.9556 295
Weighted average 0.9562 0.9559 0.9558 295

Thus, the computer experiments have demonstrated that Kolmogorov—Arnold
Networks, when properly configured with cubic B-splines and an appropriate grid
resolution, can achieve high accuracy in multiclass classification problems, with
performance scaling positively with network capacity.
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Study Limitations

The base dataset has a limited volume; although synthetic augmentation improves
generalization, it cannot fully replace field measurements. The results were obtained under
laboratory conditions without considering the influence of metallic debris, heterogeneous
magnetic backgrounds, or sensor temperature drifts.

Future Research Directions

Collection of large-scale field data under various climatic and geological conditions to
validate the results.

End-to-end optimization: selection of spline grids, nonlinearity bases, and
regularization techniques (e.g., KAN-Mixer, weight priorities) to further improve accuracy
without exponential growth in parameters.

Robustness: investigation of resilience to adversarial influences typical of deceptive
mine masking with metallic shrapnel or geomagnetic traps.

CONCLUSION

1. For the first time, Kolmogorov—Arnold Networks (KAN) with cubic B-splines were
used for passive mine recognition based on magnetic anomalies. Unlike classical MLPs,
KAN allows modelling nonlinear dependencies at the level of weight connections,
enhancing the interpretability and robustness of the model to noise in real sensor
measurements.

2. An extended dataset was created: synthetic samples were added to 338 original
magnetic anomaly recordings, generated using a parameterized normal distribution with a
step of 50 samples for each "soil type — mine type" subset. This balanced the feature
variance and reduced the risk of overfitting.

3. Two architectures were developed: KAN (3 - 16 - 16 - 4) and KAN (3 - 64 - 64 - 4).
Both models were trained using the PyTorch-compatible PyKAN library with identical spline
hyperparameters.

KAN (3 - 16 - 16 - 4) achieved 93.56% accuracy without signs of overfitting; the main
errors occurred between the "anti-personnel" and "booby trap" classes. Increasing the
number of neurons in KAN (3 - 64 - 64 - 4) to 64 per hidden layer improved accuracy to
95.59%, significantly reducing false detections across all four classes. The cost of this
improvement was an almost linear increase in the number of parameters and training time.
This confirms the advisability of adaptively selecting model size based on the hardware
constraints of field systems. Confusion-matrix analysis showed both models nearly flawless
at identifying “no-mine” and “anti-tank” cases, while most errors arose from confusion
between anti-personnel mines and booby-traps. Results confirm that increasing network
capacity improves discrimination among visually similar magnetic signatures.

4. Advantages of the proposed approach.

Passive mine recognition: the use of the FLC-100 sensor does not require active
excitation, minimizing the risk of detonation.

Interpretability: spline weights enable analysis of the contribution of each feature and
facilitate safety certification.

Robustness: experiments showed no sharp fluctuations in the loss function and stable
convergence even on a noise-enriched dataset.

The study proves that properly configured Kolmogorov—Arnold Networks can achieve
over 95% accuracy in multiclass mine classification based on passive magnetic features.
The combination of interpretable spline weights, high sensitivity to small anomalies, and
scalability potential makes KAN a promising foundation for modular humanitarian demining
systems, which can significantly accelerate land clearance and reduce risks for personnel.
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PO3MI3HABAHHA MIH 3A JOMOMOIOK0 HEUPOHHOI MEPEXI
KOJIMOIOPOBA-APHOJIbAA HA OCHOBI AAHUX MATHITHOIO
30HAYBAHHA

leaH Menewak 0 * B’syecnae Benibmiokoe &0
HauioHanbHul yHisepcumem «JIbgigcbKa rnonimexHika,
8yn. CmenaHa baHOepu, 12, 79013, Jlbsis, YkpaiHa

AHOTALIA

Bctyn. MiHHa Hebesneka 3anuwaeTbCs KPpUTUYHOK Anis noHag 60 kpaiH, 3okpema
YKpaiHu, Oe BiOHOBIMEHHS CinbCbKOro rocrnogapctsa N iHPPACTPYKTYpu CTPUMYETHCS
NpMXoBaHMMM BWOYXOBMMM NPUCTPOSAMU. ABTOPM MPOMOHYIOTbL MacuMBHUA Migxig Ao
po3ni3HaBaHHs MiH, KA NOEAHYE BUMIPIOBaAHHSI MarHiTHMX aHomanin ceHcopom FLC-100
i3 HelipoHHo Mepexeto Konmoroposa-ApHonbaa (HMKA), wo 3abeanevye BUCOKY TOYHICTb
3a MiHiManbHOro pu3nky geToHadii.

Martepianu Ta Mmetoau. basosuin Habip AaHux i3 338 peanbHKMX BUMIpOBaHb (Hanpyra
V, Bucota ceHcopa H, tun rpyHty S) OGyno 36anaHcoBaHO LwwnsAxom reHepadii 50
CUHTETUYHMX 3anuciB ANA KOXHOI napu “rpyHT-mMiHa“ 3a napameTpusoBaHNM HOpMarnbHUM
posnoginom. lMicna Hopmani3auii V ta one-hot kogyBaHHsA S i knaciB miH M cdopmoBaHo
TPUBUMIPHWI NpOCTip o3Hak. 3actocoByBanuca Ai apxitektypy HMKA: HMKA (3-16-16-4)
Ta HMKA (3-64-64-4) 3 ky6iuHMMK B-cnnaHamu gnsi BACOKOTOYHOMO pO3ni3HaBaHHSI MiH
(>95 % TouHocTi). HaB4yaHHA BuKoHyBanocb 3a gonomoroto 6ibniotekn PyKAN (PyTorch
backend) npotarom 65 enox i3 dikcoBaHow ciTkolo cnnavHiB (k = 3, m = 10) 3
BMKOPUCTaHHAM onTuMizaTtopa Agam.

Pesynbtatu. Mogens HMKA (3-16-16-4) nocsarna TouHocTi 93,56% 6e3 nepeHaByaHHs;
rofloBHa NiyTaHWHA criocTepiranack MiX Knacamu «npoTUNIXOTHa MiHa» Ta «MiHa-nacTkay.
36inbLUEHHA KiNMbKOCTi HEMPOHIB Y KOXXHOMY MPUXOBaHOMY Liapi A0 64 36inbLnmno TOYHICTb
0o 95,59 % i ycyHyno xubHi BioHeCeHHs1 «nNpoTunixoTHa MiHa» A0 «MiHa-nactka». O6uaBi
mMepexi 6e3goraHHO po3pi3HANM BuNagkn «6e3 MiHM» Ta «NPOTUTAHKOBA MiHa», LWO
NigTBEPIXKYE CTINKICTb CNanHOBUX akTMBALIN A0 WyMy CeHcopa.
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ABSTRACT

Background. Dynamic mode maps are a visualization tool used to analyze and classify
the behavior of complex nonlinear dynamic systems as parameters change. They allow us
to identify how the system's operating mode (steady state, periodicity, chaos, etc.) changes
when one or more parameters are varied.

Materials and Methods. The paper proposes algorithms for constructing dynamic mode
maps based on the convergence of periodicities and the minimum value function. The first
is based on selecting the last element of the set and comparing this element in turn with all
the previous ones. If the last element coincides with the previous one, then it is stated that
the resulting set has a period of 1, which means that with these parameters, the system has
a limit point. The second algorithm is based on creating arrays of standard deviations.
Software has been developed for constructing dynamic mode maps using the convergence
of periodicities and the minimum value function.

Results and Discussion. Based on the analysis of dynamic mode maps obtained by
these methods under the condition of the existence of the Lifshitz invariant at n = 3, it was
established that the method of periodicity convergence more fully describes the existing
dynamics of the incommensurate superstructure, which is experimentally traced in
tetramethylammonium tetrachlorocuprate crystals. It is shown that the dynamic mode maps
calculated by the method of periodicity convergence have a significant number of existing
periodicities and most fully describe the dynamics of the incommensurate superstructure. It
is established that the palette of existing periodicities is more represented under the
condition when the increment of the phase function acts as the arguments of the recurrent
relations. The dynamic mode map deserves special attention when the increment of both
the amplitude and phase functions acts as the arguments of the recurrent relations.

Conclusion. It has been established that the considered algorithm for constructing
dynamic regime maps is effective for analyzing the dynamics of an incommensurate
superstructure, which is described by a system of differential equations, and the appearance
of an incommensurate superstructure is due to the existence of the Lifshitz invariant.

Keywords: dynamical regime maps, incommensurate superstructure, incommensurate
superstructure regimes, anisotropic interaction.

INTRODUCTION

Dynamic mode maps, which are diagrams on a plane with two parameters on the
coordinate axes, provide a fairly complete and visual representation of a dynamic system’s
behavior, showing the boundaries of areas of different dynamic modes. [1]. Constructed
maps of dynamic modes are correlated with other ways of presenting this information, such
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as a Lyapunov indicators map or Arnold tongues [2]. Both of these methods most often
duplicate the information obtained by using the dynamic mode maps.

Two-dimensional mappings, like one-dimensional mappings, are given by recurrence
relations of the form:

Xn+1 = f(xann)' (1)
Yn+1 = 9, Yn)-

In two-dimensional mappings, it will be necessary to deal with points on the plane, that
is, with several numbers that specify the coordinates of the points. Two-dimensional
mappings come into consideration in various ways. Some of them are the result of
generalization of one-dimensional mappings, others model some phenomenon
characterized by discrete time. Two-dimensional mappings often arise as difference
schemes during the numerical solution of systems of differential equations.

Let’s construct dynamic mode maps for an incommensurate superstructure described
by two second-order differential equations [3]:

R"—R*+ (1 - ¢ +T¢ )R — R"'K(cosng + 1) = 0, )

r

T
"+ ZE(¢'—E)+R”_2Ksinn<p =0, (3)

where R, ¢ are dimensionless variables characterizing the amplitude and phase functions,
T and K are dimensionless parameters, n is an integer characterizing the symmetry of the
potential. In this system of differential equations, the appearance of an incommensurate
superstructure is described by the Lifshitz invariant, T and K the parameters describe the
long-range and anisotropic interaction, respectively. Anisotropic interaction in this system
of differential equations is represented by the Dzyaloshynsky invariant [4].

The calculation of the spatial behavior of the amplitude and phase functions and the
construction of dynamic mode maps is going to be performed in the Python software
environment [5].

When constructing dynamic mode maps, a function describing the behavior of the
disproportionation wave amplitude R or/and its change R'acted as the function f(x,, ¥,)- A
function describing the behavior of the disproportionation wave phase ¢ or/and its change ¢’
acted as the function g(x,,y,). The two-dimensional mapping constructed in this way
depends on the values of parameters a = K and b = T. The choice of these parameters K
and T as a and b is due to the dependence of the non-commensurate superstructure
dynamics on the parameter: T is the parameter that determines a long-range interaction
magnitude; K is the parameter that determines an anisotropic interaction magnitude.

In this study, we are going to consider dynamic mode maps for the incommensurate
superstructure that occurs in crystals of the tetramethylammonium tetrachlorometallate(ll)
group ([N(CHs)4]2MeCl4, where Me = Zn; Cu; Co; Fe; Ni), and its appearance is due to the
presence of the Lifshitz invariant. The spatial variation of the order parameter amplitude
and phase in these crystals can be described by expressions (2), (3). Dynamic mode maps
will start to be observed, provided that the amplitude and phase functions, as well as their
changes (first integral of the motion) will act as recurrence relations, in order to follow the
full picture of disproportionate superstructure dynamics.

MATERIALS AND METHODS

Periodicity convergence method.
The following algorithm can be used to construct the dynamic mode maps.

138 Electronics and information technologies « 2025 - Issue 30



Programs for Calculating a Dynamic Mode Map...

Step 1. For some initial pair of values (xq;yy) and some pair of values (a,b)
according d; to formula (1), a set of iterative values (x1;y1), (x2;¥2), .-, (Xp; Vn), i
obtained.

Step 2. A few g last points are selected. For example, 8 or 16. q is a number that
represents the maximum period that can be determined by this algorithm. Selected points
form a set (xn—q+1; Yn—q+1): (xn—q+2; yn—q+2): oo (Xpo1s yn—l)' (%ns Yn)-

Step 3. Working with a set of points that have 2 coordinates is not very convenient in
our case. To do this, you need to replace 2 coordinates with some single number. For
example, replace with the square of the modulus of the vector corresponding to the given
coordinate. That s, instead of the point (x;; y;), the value d; = x? + y? is used. As a result,
the set d = (dq,dy,...,d,) is obtained. Further actions will require d; displaying some
specific (x;; y;) and not allow repeats. But this cannot be achieved if the points form a
certain symmetrical figure, for example, a circle — distances to the middle of the coordinates
center of which will be the same. Therefore, it makes sense to introduce some asymmetry
in the above operation. For example: d; = (x; + k1) + (y; + k)2

Step 4. Work with a set d is the next. The last element of the set is highlighted and
this element is compared one by one with all the previous ones. If the last g element
matches q - 1, then it is claimed that the obtained set d has a period of 1, which means
that the system has a limit point with the parameters (a, b). If the match is on q - 2, then it
is believed that a cycle with a period of 2 is implemented in the system. And so on, until the
period is not detected. That is, upon reaching a situation where none of the numbers in set
d will match the last element. In this case, the presence of chaos is asserted. Although in
reality it can turn out to be a period of higher order, or the system has not yet moved to
stable behavior, and we ourselves have the right to choose what accuracy the behavior of
the system is considered with. In a situation where the period was not detected, it is
reasonable to record it as zero. The method of determining the period listed above can be
called a simple comparison method or a periodicity convergence method.

Step 5. Next, it is necessary to save the obtained result. Values are stored in 3 pre-
created arrays according to the following rule: in the first array — the value of a, in the
second - the value of b, and finally, in the third — the value of the received period. Of course,
serial numbers of the data must match.

Step 6. All the previous points are performed with other a and b values. It is necessary
to walk through all possible combinations (a, b) from the interval with a certain step.

Step 7. The last step is displaying the image. Points corresponding to different period
values must be displayed using different colors. Validation loops or logical operations can
be used for this.

Method of minimum value function

However, there is also a slightly different approach to determining the periods that
appear in the image. This algorithm repeats the above one except Step 4. The fact is that
in the new algorithm, a special function that analyzes the array according to its algorithm
will be used to determine the periodicity in the array d. Let's call this function Min_value
and see how it works.

Step 1. The function Min_value accepts an array d = (d4,d5, ..., d;,). The choice of
number n is quite arbitrary, but for working with the function Min_value, it will be very
beneficial to take n = 8, 16 or 32. Taking a greater number does not make sense.

Step 2. Arrays of the following form are constructed from the array d:
di =(dy,dq,...,dy), dy = (dq,dy,dq,d5,...,dq,dy), d3 = (dy,d5,d3,...), and so on,
up to dn/z = (dl,dz,...,dn/z,dl,dz,...,dn/z,...). That is, arrays consisting of the first
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element d, the first two, the first three, and so on are formed. The length of all arrays is
equal n.

Step 3. Next, an element-by-element difference between d and d; is taken. For
example, the difference between d and d: Ad; =d —d; = (dy —dq,dy, —dy,...,dy —
d,). After that, the standard deviation of the set Ad; is taken and written as A; a number.
And this is repeated with all Ad.

Step 4. An array is formed from the set 44, 45,...,4,,, and is presented as a result of
a Min_value function.

The function Min_value outputs an array 4, and the closer 4; is to zero, the more likely
d has period i.

It is clear that the task is to select the smallest element from the set A. However, it is

more suitable to choose the first element i, which satisfies the condition 4; < &, where ¢ is
a pre-set small value.

There are several remarks about the algorithms. The fact is that the systems used are
non-linear, so sometimes values of points coordinates go beyond some reasonable limits,
and the program writes the coordinates as (zinf, xinf) or (NaN, NaN). However, it is better
to exclude both cases from consideration and not to display them on the plane, because
when comparing two inf values, the program will show that they are equal, and in our case,
it is a period equal to one.

The second remark concerns accuracy. If a sufficient number of iterations is taken,
there is no doubt that the system has arrived at its stable behavior mode, be it a periodic
mode, a chaotic mode, or a stable point. In this case, it is not necessary to require the last
element of the sequence to match with some previous elements exactly. It is enough that
their difference is less than some given small € value. In this case, it is possible to avoid
various difficulties with "long convergent" sequences, which often arise when the period is
equal to one.

The construction of dynamic mode maps is a task in itself and requires a fairly large
amount of machine time, so when building the program, displaying the image inside the
cycle in the period calculation should be avoided. In addition, during the initial debugging
of the program, a small step of changing parameter values should not be used - the
execution time of the program strongly depends on this [2].

The process of developing software code for calculating the dynamic mode map using
the minimum value function is presented in the Appendix.

RESULTS AND DISCUSSION

Dynamic mode maps of incommensurate superstructures described by the Lifshitz
invariant and obtained using the function of minimum values

Let's consider the constructed dynamic mode maps for crystals of group A2BX4
constructed according to the above methods.

Crystals of A2BX4 group, particularly tetramethylammonium tetrachlorometalates, are
characterized by a complex sequence of phase transitions, including a transition to an
incommensurate phase with nanoperiodicity (with a period ~ 100..160 nm). Such a wealth
of commensurate (long-periodic) phases set and incommensurate phases sequence in
these objects stimulated the study of dynamic mode maps of these systems.

These objects are characterized by different multiplications of elementary cell n. This
parameter also characterizes the symmetry of the thermodynamic potential. That is,
depending on the symmetry (multiplication of elementary cell n), one or another sequence
of phase transitions will be observed in the crystal. The first representative of this family is
the crystal of tetramethylammonium tetrachlorocuprate (TMATCC, chemical formula
[N(CH3)4]2CuCls), which in the ferroelastic phase is characterized by elementary
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multiplication equal to n = 3. At the phase transition T; = 297K in a special point of Brillouin
zone (m/n, where n = 3, m = 1) an incommensurate superstructure with a wave vector g =
(1/3 — 6)/c appears. Changes of § value are insignificant (§ = 0.007..0.0075). At the
same time, the modulation wavelength near T; is L;= 1617 A. with a decrease in
temperature, down to the transition to a commensurate ferroelastic phase (T, = 291 K), the
process is accompanied by an increase in anisotropic interaction, which is described by
the Dzyaloshynskyi invariant and determined by the parameter K. The value of T parameter
describes the long-range interaction process and may decrease as the temperature in the
incommensurate phase decreases. Therefore, the T and K parameters describe the
dynamics of the disproportionate superstructure.

Fig. 1 and Fig. 2 show dynamic mode maps for the following parameters of the system
under study: T = ce =0.01..1.0, with a step of 0.01, c2=3, T=200, K=c1=0.01..1.0,
with a step of 0.01, provided n = 3

e d.append((data2[i-1]+k1)**2+(data3[i-1]+k2)**2) for Fig.1
e d.append((data@[i-1]+k1l)**2+(datal[i-1]+k1l)**2+(data2[i-
1]+k1)**2+(data3[i-1]+k2)**2) for Fig.2

Visualizations made it possible to trace the dependence of existing periodicities on the
system parameters values. If c@=0.01..1.0, with a step of 0.01, c2=3, T=200,
c1=0.01..1.0, with a step of 0.01, then the existence of a cascade of periodicities is

Dynamic mode map

20.00—16.00

0.2 0.4 0.6 0.8 1.0 12
K

Fig. 1. The two-dimensional dynamic mode map is constructed using the function of minimum values for a system
with the existence of a non-commensurate superstructure with n = 3, provided c0 = 0.01..1.4, with a step
of 0.01, ¢c2 = 3, ¢1 = 0.01..1.4, with a step of 0.01.

Dynamic mode map

0.2 0.4 0.6 0.8 10 12
K

Fig. 2. The four-dimensional dynamic mode map is constructed using the function of minimum values for a system
with the existence of a non-commensurate superstructure with n = 3, under the condition cO = 0.01..1.4,
with a step of 0.01, ¢c2 = 3, ¢1 = 0.01..1.4, with a step of 0.01.
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observed. This indicates the presence of stable and unstable system movement
trajectories in different areas.

From conducted studies of the influence of system parameters c@, cl on existing
modes, it was established that c@ parameter determines the scale and number of existing
periodicities, while c1 is their interval. This allows us to control the surface shape by
specifying different combinations of parameters.

According to Fig.1, areas with different values, where red zones indicate high values,
which may indicate the existence of periodicities with a longer period, and blue zones - with
a smaller value, which indicates more stable areas. This distribution demonstrates the
complexity of system dynamics and possible transitions between different behavior modes.

The resulting dynamic mode map of the system under research described by the
system of differential equations (1.2, 1.3) does not correspond to the experimentally
observed modes obtained in [7] provided n=3. Namely, the existence of two
incommensurate structures and corresponding dependence of incommensurate
superstructure modes on the amount of anisotropic interaction cannot be traced [8].
Therefore, let’s consider the four-dimensional dynamic mode map, which is shown in Fig. 2.
In Fig. 2, it is possible to observe a cluster of values in the upper part, closer to the central
axis, which indicates an important role in appearance of periodicities in the magnitude of
long-range interaction. Analysis of dynamic modes on such maps helps to understand
where the system may be unstable and where it becomes stable, which is important for
development of effective management and forecasting strategies.

The resulting four-dimensional dynamic mode map also does not fully describe the
behavior of Lyapunov coefficients for systems with n = 3 [7,8]. Namely, if T = 1, then this
system is characterized by the existence of two chaotic regimes, which are spatially
separated by the magnitude of anisotropic interaction. The dynamic mode map shown in
Fig. 2 is characterized by the existence of the cascade of periodicities in the vicinity of
T=0.7 and K=0..0.6. An absence of the chaotic regime proves that this method of
constructing dynamic mode maps is not perfect. Therefore, let's consider the construction
of dynamic mode maps obtained using periodicity convergence method.

Dynamic mode maps of non-commensurate superstructures described by the
Lifshitz invariant obtained using the periodicity convergence method, provided
n=3.

Fig. 3 shows dynamic mode maps depending on values of parametersa=Kandb =T
with n = 3 obtained using the periodicity convergence method. Dynamic mode maps are
given, where amplitude (R) and phase (¢) functions of the non-interchangeable
superstructure, and their changes (R’ and ¢ ' respectively) are the arguments of recurrence
relations. Thus, Fig. 3 shows dynamic mode maps under the condition of consideration as
function arguments: R, ¢ (Fig.3a); R’, ¢’ (Fig.3b); R, ¢' (Fig.3c); R', ¢ (Fig.3d).

Analyzing the obtained dynamic mode maps, it should be noted that a palette of
existing periodicities is more represented if the increment of phase function (¢ ') acts as the
argument of the recurrence relations. The dynamic mode map deserves special attention
when increase in both amplitude (R’) and phase (¢') functions acts as arguments of
recurrence relations (Fig. 3b). This is not surprising, because for this system the Lyapunov
coefficients, characterized by the largest changes, are described by spatial changes in the
amplitude (R') and phase (¢') of the order parameter [4]. The given dynamic mode map in
Fig. 3, b,c,e is characterized by a richer palette of colors corresponding to different
periodicities. This is especially evident when the phase and its change act as arguments of
recurrence relations (Fig. 3, e).

When constructing dynamic mode maps, we chose only the first eight possible
periodicities (red - 1, orange - 2, yellow - 3, green - 4, cyan - 5, blue - 6, violet - 7, black -
all others). The absence of any periodicities is marked in white. Periodicities with the
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-30 -20 -10 [ 10 20 30 -30 -20 -10 [ 10 20 30 -30 -20 -10 0 10 20 30

d) e) f)

Fig. 3. Dynamic regime map along axes a and b. Here, a = K represents the value of the anisotropic interaction
parameter described by the Dzyaloshinskii invariant, and b = T corresponds to the value of the long-range
interaction parameter of the system, under the condition n = 3, with variations of the following pairs of
variables: a) R, ¢; b) R, ;) R, ¢"; d)R’, p; €) ¢, ;) R R'.

smallest period (red - 1; orange - 2; yellow - 3; green - 4) are dominant on the dynamic
mode maps.

Based on the dependence of the value of Lyapunov coefficients [4] on anisotropic
interaction value (K), if n = 3, and K > 1.0, then a transition to a chaotic state is observed.
Therefore, Fig. 4 shows dynamic mode maps when the parameters a=K and b =T are
changed in the range from -2 to 2.

f)
Fig. 4. Dynamic regime map along axes a and b. Here, a = K denotes the value of the anisotropic interaction
parameter described by the Dzyaloshinskii invariant, and b = T represents the value of the long-range

interaction parameter of the system, under the condition n = 3, £ = 0.1, and variations of the following
pairs of variables: a) R, @; b) R, p’;c) R, ¢"; d)R’, p; €) @, ¢": ) R, R’.
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The dynamic mode maps shown in Fig. 4 are similar to those shown in Fig. 3. For
these dynamic mode maps, the same regularity is observed. Namely, dynamic mode maps
are characterized by a greater number of periodicities, provided that the phase increase
value (¢") acts as the argument of recurrence relations. When the amplitude value or its
increase value acts as an argument of recurrence relations, then the dynamic mode maps
show a sharp transition to a state characterized by an increase in the amplitude function
value and its change (K > 1.5). It is known [8] that such an increase in the amplitude of
spontaneous deformation in TMATCC crystals is associated with a transition to a
commensurate ferroelastic phase. At the same time, spatial incommensurate modulation
disappears. It should also be noted that the incommensurate phase in the TMATCC
crystalsis one, but its structure is different (I1 and I2) in different areas of the phase diagram.

Since on dynamic mode maps black color corresponds to periodicities with a period
greater than N = 8, then periodicities with periods greater than this value (N > 8) may exist
in this spatial area. Therefore, this area can be considered as an area of possible
coexistence of incommensurate phases with different structures. Exiting the black area and
transitioning to the red area indicates the transition to the first periodicity. It can be assumed
that this transition is associated with a change in the superstructure mode from sinusoidal
to soliton. But, as is known, the soliton mode is characterized by wave harmonics of
incommensurate modulation caused by the anharmonicity of oscillations of structural units,
as well as the existence of anisotropic interaction. That is, the spectrum of existing
oscillations is richer than in the sinusoidal mode. Therefore, the reason for such an obtained
result (Fig. 4.) may be in the choice of € value. The value of the ¢ variable indicates the
permissible difference between di values and consecutive values d...ds. When calculating
the mapping, only the last 8 values of d are determined, which depend on x, y coordinates:

d; = (x; + my) + (y; + my),

where m; and m, are constants necessary to introduce some asymmetry.

If the difference |di1 - dz| < €, then we consider that the cycle is equal to one iteration
and the corresponding dot is colored in the first color (red). If the cycle is equal to two
iterations, then the color of the dot is orange, etc. For the cycle equal to 7, the dot color is
purple. If the cycle is greater than 7, then we consider that the transition between iterations
is chaotic, and such a point is colored black. If d goes to infinity, the calculation of the
iteration cycle is interrupted, and the dot color is considered white. That is, the € variable
essentially determines the existence of periodicities with the value €. So, returning to the
appearance of periodicity, which is determined by the red color when K > 1 (Fig. 4, b,c,e),
according to the authors, it can be associated with the non-optimized value of the ¢ variable.
For this purpose, a study of the effect of € value on the dynamic mode maps character was
carried out. Since the studied system, which determines the appearance and dynamics of
the incommensurate superstructure, is described by a system of second-order differential
equations, let’s consider a four-dimensional mapping. The amplitude function (R), its spatial
variation (R'), the phase function (¢), and its spatial variation (¢') are the arguments of the
recurrence relations. Fig. 5 shows four-dimensional dynamic mode maps for different &
values, provided that only the last 14 values of d are determined (that is, an increase in the
number of possible periodicities from 8 to 16). Based on the analysis of obtained dynamic
mode maps (Fig. 5), it follows that at £ =0.01, under the condition that (T) parameter
describing the long-range interaction is equal to a = T = 1, the consistency between the
behavior of Lyapunov parameters is observed under the condition of changing the
anisotropic interaction b = K. Namely, the existence of two "black" areas describing the
presence of two incommensurate phases, and disappearance of the incommensurate
phase at K = 1.5. At other values of € (¢ =1 Fig. 5d; € = 0.1 Fig. 5a; €= 0.001 Fig. 5c),
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3 ; 5 - 1 0 —0' 5 0’0 0"; 1‘0 1'5 7]r 5 71‘ 0 4‘1 5 UYIJ DV’: 1‘(# ]'5 )
a a
c) d)

Fig. 5. Four-dimensional dynamic regime maps along axes a and b. Here, a = K represents the value of the
anisotropic interaction parameter described by the Dzyaloshinskii invariant, and b = T denotes the value
of the long-range interaction parameter of the system, under the condition n = 3, with varying values of &:
a)£=0.1,b)£=0.01,¢c) £=0.001;d) €= 1.0.

dynamic mode maps are characterized by the existence of narrowed spatial areas that
describe chaotic states, that is, existing incommensurate phases, and by expanding the
spatial areas of periodicities with lower periods. Since the existing periodicities can be
associated with localizations of the wave incommensurability vector on commensurate
high-order values, then the presence of narrow intervals of their existence (periodicities)
on the dynamic mode maps is in favor of the variable € = 0.01.

Fig. 6 shows a map of the existence of possible periodicities from the anisotropic
interaction value a = K, under the condition of the maximum long-range interaction value
T =1. According to Fig. 6, an increase in the ¢ variable leads to a decrease in the intervals
of existence of periodicities. It should also be noted that two intervals (by K) of the existence
of chaotic states (incommensurate phases), which are characterized by different periodicity

0.200 1

0.175

0.1504

0125

£ 0.1004

0.075 1
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Fig. 6. Two-dimensional map of the existence of possible periodicities. Where a = K is the anisotropic interaction

parameter value, which is described by the Dzyaloshynsky invariant, b = ¢, provided that n = 3 and the
maximum value of the long-range interaction T = 1.
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dynamics, are observed. The first interval (K = 0..0.4) is characterized by the existence of
periodicities both with N <14 and with N> 14, and the other interval (K =0.4..1.5) is
characterized by periodicities with N > 14.

Proceeding from such dynamics of the existing periodicities from the anisotropic
interaction parameter, it can be assumed that there is one incommensurate phase in this
crystal, and at K = 0.4 there is only a change of incommensurate superstructure mode from
sinusoidal to soliton. Based on Fourier studies of spectra of amplitude and phase functions
of the incommensurate superstructure [7], the soliton mode is described by the existence
of several periodicities. Dependence of harmonics of a wave vector (g) of incommensurate
modulation on the amount of anisotropic interaction (parameter K), described by the
Dzyaloshynskyi invariant, indicates complex transformations that occur during transition
from sinusoidal mode to soliton mode at K = 0.4. At the same time, both the disappearance
of existing periodicities and the appearance of new ones were traced.

To find out processes that occur at K= 0.4, let’'s consider two-dimensional dynamic
mode maps provided that € = 0.01 (Fig. 7). According to Fig. 7, the transition from one
chaotic state to another state passes through a cascade of periodicities. These periodicities
determine the peculiarity of the first disproportionate area behavior (a chaotic state in the
vicinity K = 0..0.5).

It is known that as a result of the appearance of the incommensurate superstructure
wave oscillations harmonic, it passes from the sinusoidal mode to the soliton mode. If it is
assumed that in the sinusoidal mode, harmonics of the incommensurate superstructure,
which causes its transition to the soliton mode, arise, then the range of sinusoidal mode
and the mode transitional to the soliton mode should be characterized by the existence of
periodicities, and in the ideal case, the soliton mode should have at least as many
periodicities. The observed "black" area with increasing K value (K = 0.5..1.5), in the
absence of any periodicities with N < 14, is possibly related to the formation of a chaotic
superstructure. This is particularly indicated by the dependence of Lyapunov coefficients
[3] on the K parameter. The appearance of the incommensurate superstructure chaotic

d) e) f)

Fig. 7. Dynamic regime map along the axes a and b. Here, a = K represents the value of the anisotropic
interaction parameter described by the Dzyaloshinskii invariant, and b = T denotes the value of the
long-range interaction parameter of the system, under the conditions n = 3, € = 0.01, and variations in
the following pairs of variables: a) R, @; b) R’, ¢’; c) R, @, d) R’, ¢, e) @, " f) R, R".
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state on these dependencies begins to manifest itself at K 21.0. Taking into account the
dynamic mode maps in Fig. 7, the transition to a chaotic state is caused by a change in the
phase function of the incommensurate superstructure. The amplitude function is
responsible for the presence of periodicities in the first chaotic phase.

CONCLUSION

Therefore, the considered algorithm for constructing dynamic mode maps is effective
for analyzing the incommensurate superstructure dynamics, which is described by a
system of differential equations, and the appearance of an incommensurate superstructure
is due to Lifshitz invariant. The software for constructing dynamic mode maps using the
periodicity convergence method and the function of minimum values was developed.
Based on the analysis of dynamic mode maps obtained by these methods under the
condition of Lifshitz invariant existence at n = 3, it was established that the periodicity
convergence method more fully describes the existing incommensurate superstructure
dynamics, which is experimentally observed in TMATCC crystals. It was shown that the
dynamic mode maps calculated by the periodicity convergence method have a significant
number of existing periodicites and most fully describe the dynamics of the
incommensurate superstructure. It was confirmed that the incommensurate phase in the
TMATCC crystals is single, but its structure is different (I1 and I2) in various phase diagram
areas.
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APPENDIX

Development of a program for calculating the dynamic mode map using the
minimum values function.

This source code is intended for modeling dynamic systems and studying the
dependence of the order parameter amplitude and phase on the system parameters. It
uses numerical methods to solve systems of differential equations and visualize the results.
The main parameters analyzed include long-range interaction (parameter co) and
anisotropic interaction (parameter c1). Influence of these parameters is studied through an
integration of the system of equations with time. [6]

1. Import libraries:

Libraries provide functionality for calculating differential equations, data visualization,
and numerical calculations.

from jitcdde import y, t

from symengine import sin, cos

import matplotlib.pyplot as plt

from mpl_toolkits.mplot3d import Axes3D
import numpy as np

from scipy.integrate import ode

from scipy.integrate import odeint
import array as arr

1. Definition of initial parameters:

co = 1.0 — long-range interaction

c1 = 0.1 — anisotropic interaction

c2 = 3 — symmetry of thermodynamic potential
T=1000, dt=0.1

Initial values for system parameters.

yo = [0.3, 0.0, 0.0, 0.0]
2. Definition of differential function:

def f(t, y):

yo, yl, y2, y3 =y

return [yl, yo**3 - (1 + cO * y3 - y3**¥2) * y@ + cl * (y0**(c2 - 1)) * (1 +
np.cos(c2 * y2)), y3, -(yl / y0) * (2 * y3 - ¢c@) - cl * (y@**(c2 - 2)) *
np.sin(c2 * y2)]

This function defines a system of differential equations which describe the dynamics
of the system under study (given by expressions (1.2) and (1.3)). Nonlinear terms, long-
range interaction co and anisotropic interaction c1 are taken into account here.

3. Initialization of arrays for saving data:

Arrays are used to store data at various stages of calculations.

cz=arr.array('d',[])
y=arr.array('d',[])
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t=arr.array('d
d=arr.array('d
aT=arr.array('d
bK=arr.array('d"’
H=arr.array('d',[

4. Numerical integration of differential equations:

params = np.arange(0.01, 1.41, 0.01)
for c@ in np.arange(0.01, 1.01, 0.01):

for c1 in params:

r = ode(f).set_integrator("vode", method="adams", order=10, rtol=0, atol=1le-
8, with_jacobian=False)

yo = [0.3, 0.0, 0.0, 0.0]

r.set_initial_value(yo, ©0)

T = 200
dt = 0.1
t =[]
y =[]

while r.successful() and r.t <= T:
r.integrate(r.t + dt)

.append(r.y)
.append(r.t)
np.array(t)

np.array(y)

Numerical integration of differential equations is performed using the Adams method.

5. Analysis of results:

After integration, the data is analyzed to determine the frequency and amplitude
characteristics. The change of phase and amplitude of the order parameter is calculated
for each combination of parameters.

< <

n=len(t)
y.shape=n,4
datal = y[ :,1]
datae = y[ :,0]
data3 = y[ :,3]

data2 = y[ :,2]
nn=len(data®)
x=datao
xx=datal
y=data2
yy=data3

d=[1]

6. Calculation of standard deviation:
def Min_value (d):

n = 32

g = np.zeros((n, n))
for i in range(1, int(n / 2)):

p =d[1:i]
for k in range(1, int(np.fix(n / i) + 1)):
try:

if (i + k * i) <= n:

gl(k-1)*i+1:k*i, i] = d[k*i+1:i+k*i] = p

else:

gl(k-1)*i+1:(k-1)*i+n-k*i, i] = d[k*i+1:n] - p[1l:n-k*i]
except ValueError:

continue
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return round(np.std(g), 7)

Min_value function calculates the standard deviation for the data used to analyze the
stability of the dynamic system.
7. Data processing:

aT=np.array(aT)
bK=np.array(bK)
H=np.array(H)

eps=0.01

p3=[1]

LL=sorted(set(H))

for i in range(len(LL)):
for j in range(len(H)):
if H[j]l==LL[i]:

if i<=16:

H[j]=16-1

if i>16:

H[j]=0
p=np.arange(0.01,1.41,0.01)
g=np.arange(0.01,1.01,0.01)
1=1en(p)
j=len(q)
x=aT
y=bK
print("j size", j)
print("l size", 1)
H.shape=j,1

This code snippet converts aT, bK and H arrays to numpy.array type for further
processing. The eps value is setto 0.01. The empty list p3 is initialized. Then unique values
from the H array are sorted and result is stored in the LL variable. For each value in LL, a
double iteration on all elements of the H array is performed, comparing them with the
current value from LL. If the values match, they are modified: for the first 16 values of index
i, the value of H is reduced by 16 - i, for other values, H is set to 0.

Arrays of p and q parameters are created, where p contains values from 0.01 to 1.41
with a step of 0.01, and q contains values from 0.01 to 1.01 with a step of 0.01. Lengths of
these arrays are determined and stored in variables i and j. Variables x and y are assigned
the values of the arrays aT and bK respectively. Sizes of j and i arrays are displayed on
the screen for verification. Finally, the H array changes its shape according to j and i values,
which is necessary for the correct data displaying in the form of 2D or 3D graphs.

8. Visualization of results:

fig = plt.figure()

ax = Axes3D(fig)

u = np.array(q)

Y, X = np.meshgrid(p, q)

z0 = H

contour = plt.contour(X, Y, z0)

plt.clabel(contour, colors = 'k', fmt = '%2.1f', fontsize=20)
c = ('#ffo000', '#ffffo0', '#OOOOFF', '©.6', 'c', 'm')
contour_filled = plt.contourf(X, Y, z0, colors=c)
plt.colorbar(contour_filled)

plt.title('Dynamic mode map")

plt.xlabel(u'K")

plt.ylabel(u'T")

plt.savefig('R™,f _32,eps=0.001,n=4_A.png', dpi=300)
plt.show()
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Visualization of the results includes construction of contour diagrams and 3D graphs
showing the dependence of dynamic modes on K (anisotropic interaction) and T (long-
range interaction) parameters. This makes it possible to evaluate the influence of the
parameters on system behavior and to determine areas of stability and instability.

In this code, parameters have the following values and interpretations:

e T =1000: Total integration time - a time limit up to which the numerical integration

of differential equations is performed.

e dt=0.1: Time step for the numerical integration - an interval between points where

values of the system variables are calculated.

e n = 32: Number of first selected periodicities.

1.2. Construction of dynamic mode maps using periodicity convergence
method.

Let's look at the code that describes the method of conducting experiments to study
the dependence of order parameter phase and amplitude on parameters of long-range
interaction (c0) and anisotropic interaction (c1).

1. Import libraries:

The libraries provide functionality for working with differential equations, data
visualization, and numerical calculations.

from jitcdde import y, t

from symengine import sin, cos

import matplotlib.pyplot as plt

from mpl_toolkits.mplot3d import Axes3D
import numpy as np

from scipy.integrate import ode

from scipy.integrate import odeint
import array as arr

2. Definition of initial parameters:
c0 = 1.0 — long-range interaction
¢1 = 0.1 — anisotropic interaction
c2 = 3 — variable parameter
T=1000, dt=0.1

Initial values for system parameters.

yo = [0.3, 0.0, 0.0, 0.0]
3. Definition of differential function:

def f(t, y):

yo, y1, y2, y3 =y

return [yl, yo**3 - (1 + cO * y3 - y3**2) * y@ + cl1 * (y0**(c2 - 1)) * (1 +
np.cos(c2 * y2)), y3, -(yl / y0) * (2 * y3 - c@) - cl * (yo**(c2 - 2)) *
np.sin(c2 * y2)]

The function defines a system of differential equations that describe the system
dynamics taking into account nonlinear terms, long-range interaction (c0) and anisotropic
interaction (c1).

4. Initialization of arrays to save data:

from scipy.integrate import ode
data=0.3

y=arr.array('d',
x=arr.array('d",
amplid=arr.array

[1)
[1)
("a
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omega=arr.array('d',[])
chastota=arr.array('d',[])
chastl=arr.array('d',[])
d=arr.array('d',[])
crok=0.01

e=0.01

px=arr.array('d
py=arr.array('d

[
S

pc=[]
Arrays are used to store data at various stages of calculations.

def Dynamic(c@, cl, e):

d =[]

5. Numerical integration of differential equations:

r = ode(f).set_integrator("vode", method="adams", order=10, rtol=0, atol=1le-
8, with_jacobian=False)

yo = [0.3, 0.0, 0.0, 0.0]
r.set_initial_value(yo, 10)
T = 100

dt = 0.1
t =[]
y =[]

while r.successful() and r.t <= T:

r.integrate(r.t + dt)
y.append(r.y)
t.append(r.t)

t = np.array(t)

y = np.array(y)

datae = y[:, 0]

datal = y[:, 1]

data2 = y[:, 2]

data3 = y[:, 3]

nn = len(data®)

x = datae

xx = datal

y = data2

yy = data3

for i in range(len(data®)):

d.append((x[1]+1)**2 + (xx[1i]+1)**2 + (y[i]+1)**2 + (yy[i]+1)**2)

c = 'black"

try:

if abs(d[14] - d[13]) < e:
elif abs(d[14] - d[12]) < e
elif abs(d[14] - d[11]) <
elif abs(d[14] - d[10]) <
elif abs(d[14] - d[9]) < e:
elif abs(d[14] - d[8]) < e:
elif abs(d[14] - d[7]) < e:
elif abs(d[14] - d[6]) < e:
elif abs(d[14] - d[5]) < e:
elif abs(d[14] - d[4]) < e:
elif abs(d[14] - d[3]) < e:
elif abs(d[14] - d[2]) < e:
elif abs(d[14] - d[1]) < e:
elif abs(d[14] - d[@]) < e:

except IndexError:
pass

()
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return c

Numerical integration of differential equations is performed by the Adams method,
using parameters c0 and c¢1. The Dynamic(cO, c1, e) function analyzes the system behavior
and determines colors for visualization based on the calculated data.

6. Visualization of results:

for e in np.arange(0.0, 1.0, 0.01):
for cl1 in np.arange(-1.0, 1.5, 0.01):
¢ = Dynamic(c@, cl1, e)
px.append(e)
py .append(cl)
pc.append(c)

plt.scatter(py, px, marker=",

plt.xlabel('$a$', fontsize=14)

plt.ylabel('$b$', fontsize=14)
plt.show()

, $=0.2, color=pc)

Visualization of the results includes the construction of graphs showing the
dependence of order parameter amplitude and phase on the magnitude of long-range
interaction (c0) and anisotropic interaction (c1). Color coding is used to display different
modes of dynamic behavior of the system.

Parameters and their interpretations

e T =1000: Total integration time - a time limit up to which the numerical integration

of differential equations is performed.

e dt = 0.1: Time step for the numerical integration - an interval between the points

where values of the system variables are calculated.

This code allows the analysis of dynamic systems, taking into account long-range and
anisotropic interactions. Using numerical integration and visualization, it is possible to
construct dynamic mode maps and investigate the influence of parameters on system
behavior.

NMPOrPAMU PO3PAXYHKY KAPTU AUHAMIYHUX PEXXUMIB HA NMPUKINALI
CUCTEMMW, LLO BONnoAlie XAOTUMHUMU PEXXUMAMMU

Cepeili Ceeneba =% leaH KamepuHuyk ©Q, leaH KyHbo OO,
Spocnae lWimueenscbkuli ©0

JIbgigcbkuli HayioHanbHUU yHiesepcumem imeHi lIsaHa ®paHka

8yn. l'eH. TapHaecbkozo, 107, 79017 m. Jlbeis, YkpaiHa

AHOTALIA

Beryn. Kaptv AauvHamiyHMX pexmmiB — uUe iHCTpyMeHT Bi3dyanisauii, $Kun
BMKOPUCTOBYETLCA [ANS aHanidy Ta knacudikauii noBediHKM CknagHWX HeniHinHuX
OWHaMIYHMX cucTeM npu 3MiHi nNapameTpiB. BoHW [03BONSAOTL HaM BU3HAYUTK, K
3MIHIOETBCH PEXUM PobOTH CcUCTEMU (CTaLiOHapPHWI CTaH, NEPIOANYHICTb, XaoC TOLO) Npu
3MiHi ogHoro abo Kinbkox napameTpiB.

Martepianu Ta MeToau. Y cCTaTTi 3anpornoHOBAHO anropuTtMu nodyaoBu KapT
OVHaMIYHUX PEexXMMIB Ha OCHOBI 30DKHOCTI nepioguMyHocTen Ta YHKUil MiHIManbHOro
3HayeHHs1. Mepunin 6a3yeTbes Ha BUOOPI OCTAHHBOTO €NeMEHTa MHOXMWHW Ta MOPIBHSAHHI
LUbOro erieMeHTa no 4epsi 3 yciMa nonepefHiMu. AKLIO OCTaHHIN enemeHT 36iraeTbcs 3
nonepeaHim, To CTBEPAXYETLCS, L0 pe3ynbTyloua MHOXUHA Mae nepiog 1, Wo o3Havae, Wwo
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3 UMMM napameTpamy CUCTEMA Mae€ rpaHudHy Touky. Opyrvn anroputm 6asyeTbcsi Ha
CTBOPEHHI MacuBiB CTaHOApPTHUX BioxuneHb. Po3pobneHo nporpamHe 3abe3neyeHHs ans
nobynoBM KapT AMHAMIYHUX PEXMMIB 3 BMKOPUCTaHHAM 30DKHOCTI mepiognyHocTel Ta
YHKLi MiHIManbHOro 3Ha4YeHHs.

PesynbTaTtn. Ha ocHOBI aHanidy AMHaMiYHMX KapT MOA, OTPMMaHUX UMMy MeTogamu 3a
YMOBM iCHyBaHHS iHBapiaHTa Jlibumua npy n = 3, 6yno BCTaHOBMNEHO, WO MEeTOA 30iKHOCTI
NepioaNYHOCTI MNOBHILLE ONWCYE (CHYIOYY AWHaMiKy HeCniBMIpHOI HaACTPYKTypu, ska
eKCnepuMeHTarnbHO MPOCTEXYETLCA B KpUCTanax TeTpaxnopKynpaTty TeTpaMmeTurnamMoHito.
lMoka3aHo, WO AuHaMiYHi kapTu Mo, po3paxoBaHi MeTodoM 30DKHOCTI nepioguyHoCTI,
MatTb 3HAYHY KiNbKiCTb iCHYOUMX MEepioAMYHOCTEN Ta HaWMOBHiLLEe ONUCYIOTb AUMHAMIKY
HecniBMipHOT HaaCTPYKTypy. BcTaHoBneHo, Wo nanitpa icHyto4mx nepiognyHocTen GinbLu
npeacTtaBneHa 3a YMOBM, KONW MpupicT as3oBOi (yHKUii BUCTYNae aprymeHTamu
peKypeHTHUX criBBigHOWEHb. Ha ocobnuBy yBary 3acnyroBye kapTa AUHAMIYHUX MOZ, KOIK
npupIicT AK aMnniTyAHoi, Tak i a3oBoi yHKUIN BUCTYNae aprymeHTaMm peKkypeHTHUX
CMiBBiAHOLLEHD.

BucHoBku. BcTaHOBNEHo, WO po3rnNgHyTUA anropuTMm nobyaoBu KapT OUHaMIYHOTO
pexumy € edpekTMBHUM AN aHanidy AMHaMikm HecniBMipHOI HaACTPYKTYPW, sika ONUCY€ETLCA
CUCTEMOI AndepeHuianbHUX PiBHSAHb, @ NnosiBa HeCniBMIPHOI HAACTPYKTYpU 3yMOBEeHa
iCHyBaHHAM iHBapiaHTa Jlidwmus.

Knroyoei cnoea: kapTm AMHAMIYHUX peXUMIB, HecniBMipHa HaACTPYKTypa, pexumu
HecniBMipHUX HAACTPYKTYP, aHi30TpornHa B3aeMopis
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ABSTRACT

Background. Gallium nitride (GaN) is a promising material for the developing of LEDs,
lasers, ultraviolet detectors, and high-frequency transistors. The properties of GaN
significantly depend on the type of defects and the parameters of thin film production. In
particular, substrates, buffer layers, sputtering temperature, and partial pressure of the
working gas have an impact. This led to studying the electrical conductivity of GaN thin films
obtained by radio-frequency (RF) ion-plasma sputtering under different technological
conditions.

Materials and Methods. GaN films with a thickness of 0.3..1.0 um were deposited on
sapphire and quartz substrates, with/without buffer layers of MgAIl,O, or ZnO. RF sputtering
was carried out in a N, atmosphere at a pressure of 5x10-2 .. 5x10~2 Torr and temperatures
of 400-650 °C. The structure was analyzed by X-ray diffraction, and the electrical
conductivity was determined in the temperature range of 100..450 K by the method of two-
point contacts using ohmic carbon contacts.

Results and Discussion. It was found that GaN films have a polycrystalline structure
with different orientations, depending on the type of substrate and the presence of a buffer
layer. The resistivity varies from 10° to 10" ohm-cm. High-impedance samples are
characterized by a thermal activation energy of 0.34 eV, and the donor type of conductivity
in the films has been established. In the films on quartz substrates with a ZnO sublayer,
lower activation energy values (0.004..0.05 eV) were recorded, indicating a different
conduction mechanism. The conductivity of GaN increases with increasing substrate
temperature and decreasing partial pressure of N, in the sputtering atmosphere, which leads
to the formation of nitrogen vacancies — the main donor defects.

Conclusion. The conditions of their preparation largely determine the -electrical
conductivity of GaN thin films. The most important factors are the type of substrate, buffer
layers, sputtering temperature, and gas pressure in the sputtering atmosphere. The obtained
dependences of the change in the electrical conductivity of GaN thin films on the partial
pressure of the working nitrogen gas and the temperature of the substrate during sputtering
show that the most likely defects of the donor type in gallium nitride are nitrogen vacancies
VN.
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INTRODUCTION

Gallium nitride (GaN) and compounds based on it are a promising material for the
production of semiconductor light diodes and lasers emitting in the blue and ultraviolet
regions of the spectrum, as well as ultraviolet radiation detectors [1-3]. Powerful high-speed
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transistors based on GaN, which are superior to their silicon counterparts in terms of
operating frequencies and power densities, have also become widely used [4, 5]. At the
same time, an important task is to obtain GaN thin films with the required composition of
intrinsic defects. Intrinsic atomic defects largely determine the optical and electrical
properties of gallium nitride, such as absorption and emission spectra, type and value of
electrical conductivity. Another important task is to find optimal substrates that match GaN
in terms of lattice parameter and thermal expansion coefficient.

The basic task in the development of technology for electronic or optoelectronic
devices based on gallium nitride is to obtain homogeneous thin film layers of high quality.
One of the ways to solve this problem is to grow epitaxial GaN layers on sapphire
substrates by using thin buffer layers. In this case, it is necessary to match the
characteristics of the deposited buffer layer with the modes of high-temperature growth of
the main GaN layer. The properties of the buffer layer in such a system are determined
only indirectly, through the properties of the thin film layer deposited on it. On the other
hand, the optimization of the deposition regime of the corresponding films is possible only
if a suitable buffer layer is available. On suboptimal buffer layers, GaN thin films have poor
quality regardless of the deposition method. Therefore, the procedure for determining the
optimal parameters for depositing gallium nitride thin films is complex and complex. For
this purpose, the electrical conductivity of thin films on sapphire and quartz substrates with
buffer sublayers of MgAI20O4 and ZnO was studied in this work. The films were obtained by
radio-frequency (RF) ion-plasma sputtering, which is considered optimal to produce
semiconductor and dielectric films [6].

MATERIALS AND METHODS

Thin films of gallium nitride with a thickness of 0.3..1.0 um were obtained by RF ion-
plasma sputtering on sapphire substrates (Al2O3) and quartz substrates (SiO2). In some
cases, buffer sublayers of MgAI204 and ZnO were used. The RF sputtering was carried out
in a nitrogen atmosphere at pressures from 5x10-3 to 5x10-2 Torr. The target for sputtering
was metallic Ga. The temperature of the substrates during sputtering varied from 400 to
650 °C, and the RF discharge power was from 100 to 150 W.

The structure and phase composition of the obtained films were studied by X-ray
diffraction analysis (Shimadzu XDR-600). The characteristic diffractograms of the obtained
films are shown in Fig.1. The analysis of the diffractograms shows that the structure of the
obtained films corresponds to the hexagonal crystal structure of GaN wurtzite.
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Fig. 1. X-ray diffractograms of GaN thin films deposited on a sapphire substrate with a MgAl,O, sublayer (a), on
a pure sapphire substrate (b), and on a quartz substrate with a ZnO sublayer (c).
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The results obtained indicate that the films are characterized by a polycrystalline
structure. At the same time, when deposited on sapphire substrates, the predominant
orientation of the films is observed in the (011) plane, and when deposited on quartz
substrates, in the (002) plane. The use of a sublayer does not change this pattern but leads
to a slight increase in the orientation of the films in other planes. For example, the use of a
MgAI204 sublayer on sapphire substrates leads to a slight increase in the orientation of
GaN films in the (010), (110), and (112) planes (Fig. 1, a and b).

Conduction currents in the temperature range of 100-450 K were measured on an
automated setup. An electric voltage of 10-100 V was applied to two-point contacts with a
diameter of 1 mm, which were applied at a distance of 1 mm. When measuring the current
flowing in GaN thin films, the main requirement is the use of ohmic, non-rectifying contacts
that do not create additional barriers at the interface. The ohmic contact to the studied films
is created by materials that, when displaced directly, provide electron injection into the film
and have an output work of ~4.5 eV. The polycrystalline carbon (Aquadag) we use meets
these requirements and has been used in numerous publications to study diamond, garnet,
spinel, and other high-resistivity samples [7-9].

RESULTS AND DISCUSSION

The studies show that GaN thin films deposited on sapphire substrates, depending on
the preparation conditions, have a rather high resistivity from 10% to 10'© Ohmxcm. The
temperature dependence of the electrical conductivity for such films in the coordinates In/=
f(1000/T) is shown in Fig. 2 (curve 1). As can be seen from the dependence, the
experimental results obtained in the temperature range of 100..450 K are well
approximated by a linear dependence. This situation indicates the activation nature of the
electrical conductivity of these films and allows us to determine the energy of thermal
activation of electrical conductivity, which is Er = 0.34 eV, from the slope of the line.

It should be noted that the decrease in resistivity in gallium nitride films deposited on
a ZnO sublayer may be due to the interaction between the sublayer material and the film
material. In particular, on the one hand, the possible diffusion of excess Ga3* from the film
can lead to an increase in the conductivity of ZnO sublayers, and on the other hand, the
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Fig. 2. Temperature dependence of the electrical conductivity of GaN thin films deposited on a sapphire substrate

without a buffer sublayer (1) and with a MgAI204 sublayer (2), films on quartz substrates with a ZnO
sublayer (3).
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diffusion of Zn2* into GaN can lead to an increase in conductivity due to acceptor centers
in gallium nitride. It is known that GaN can have both impurity electronic and hole
conductivity [10-12]. The donors in GaN films can be substitutional atoms Sica, Geaa, On,
interstitial gallium Ga;, and nitrogen vacancies Vn. Such donors create low energy levels in
the band gap near the bottom of the conduction band.

For a more detailed study of the electrical conductivity of GaN thin films, the effect of
the technological conditions for obtaining the films, in particular the pressure of the working
gas N2 and the temperature of the substrate, was investigated. The dependence of the
specific electrical conductivity of GaN thin films on sapphire substrates on the partial
pressure of Nz in the working chamber during the sputtering of the films is shown in Fig. 3.

As can be seen from Fig. 3, with an increase in the partial pressure of nitrogen from
0.006 to 0.03 Torr, the value of the specific electrical conductivity of GaN films decreases
by several orders of magnitude from 105 to 10-° Ohm-'cm-'. Such a significant dependence
of the electrical conductivity of the obtained films on the partial pressure of N2 indicates that
the most dominant charge carriers in gallium nitride thin films under RF ion-plasma
sputtering are nitrogen vacancies, which play the role of electron donors. A decrease in the
partial pressure of nitrogen in the sputtering atmosphere leads to an increase in nitrogen
vacancies in the films and, accordingly, to an increase in the donor electrical conductivity.

It has been found that the temperature of the substrate largely determines the
electrical conductivity of gallium nitride thin films during film deposition. The results of
measuring the specific electrical conductivity at 300 K for GaN films obtained at different
substrate temperatures are shown in Fig. 4. As can be seen from the figure, an increase in
the substrate temperature from 500°C to 630°C almost linearly leads to a significant
increase in the specific electrical conductivity from 109 to 105 Ohm-'cm-'. Such a significant
increase in the specific electrical conductivity with increasing substrate temperature
indicates the formation of electrically active point defects.

The obtained dependences of the specific electrical conductivity o of the obtained
gallium nitride thin films on the partial pressure of nitrogen and the temperature of the
substrate can be explained if we consider that the most likely donor-type defects in these
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Fig. 3. Dependence of the specific electrical conductivity (at 300 K) of GaN thin films on sapphire substrates on
the partial pressure of N2 during film sputtering (substrate temperature at 800 K).
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Fig. 4. Dependence of the specific electrical conductivity of GaN thin films on sapphire substrates at 300 K on the
temperature of the substrate during sputtering.

films are nitrogen vacancies Vn. According to [13], epitaxial GaN films have an electron
concentration that can vary from 107 to 102° cm~2 depending on the preparation conditions.
The experimental values of the energy levels of donor centers in pure GaN films and
crystals are conditionally divided into 4 ranges. This is the range of very low energies of
0.01..0.04 eV, intermediate energies of about 0.1 eV, and average energies of 0.2..0.4 eV
[14-17], as well as in the region of 0.33..0.39 eV for high-resistivity gallium nitride samples
[17]. Such differences in the values of the activation energy of conductivity in gallium nitride
are associated with the existence of several types of donor defects and the interaction of
point defects with the formation of defect complexes. Our experimental values for the
thermal activation energy Er =0.34 eV, for GaN thin films on sapphire substrates are
consistent with the literature data [17] for the energy depth of donor levels in high-resistivity
gallium nitride films. For GaN films on quartz substrates with a ZnO sublayer, the
determined values of Er=0.004 eV and Er=0.05 eV fall into the range of very low
energies and are characteristic of low-impedance gallium nitride samples.

In [14, 18, 19], theoretical calculations of the formation energies of the most probable
point defects in GaN were performed. According to these calculations, when thin films are
deposited in a low-pressure nitrogen atmosphere, there are two dominant types of defects:
nitrogen vacancies Vn, and inter-nodal gallium Ga;. It is shown that the energy of nitrogen
vacancy formation is several times lower than the energy of gallium vacancy formation and
other point defects. Therefore, given that the energy of formation of nitrogen vacancies in
gallium nitride is much lower than the energy of formation of other point defects, the most
likely donor defects in this semiconductor should be considered anionic vacancies Vn.

CONCLUSION

The studies have shown that the RF ion-plasma sputtering of GaN thin films in a
nitrogen atmosphere produces films whose electrical conductivity is determined by the type
of substrate, the presence of a buffer sublayer, the pressure of the working gas, and the
temperature of the substrate during sputtering. The thermal activation energy of electrical
conductivity of high-resistance films is 0.34 eV. For low-impedance gallium nitride films,
this value ranges from 0.004 eV to 0.05 eV, depending on the temperature range. The
obtained dependences of the change in the electrical conductivity of GaN thin films on the
partial pressure of the working gas nitrogen and the temperature of the substrate during
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sputtering show that the most likely donor-type defects in gallium nitride are nitrogen
vacancies Vn.

COMPLIANCE WITH ETHICAL STANDARDS
The authors declare that they have no competing interests.

AUTHOR CONTRIBUTIONS

Conceptualization, [O.B., I.Ku., M.P., .M., 1.Ko., Zh. T.]; methodology, [O.B., I.Ku.];
validation, [M.P., I.M.]; investigation, [l.Ku., M.P., I.M., 1.Ko.]; writing — original draft
preparation, [M.P., I.LM., 1.Ko., Zh.T.]; writing — review and editing, [O.B., [.Ku.];
visualization, [O.B., [.Ku., M.P., .M., I.Ko., Zh.T.].

All authors have read and agreed to the published version of the manuscript.

REFERENCES

[1] Bruckbauer, J., Cios, G., Sarua, A., Feng, P., Wang, T., Hourahine, B., Winkelmann,
A., Trager-Cowan, C., & Martin, R.W. (2025). Strain and luminescence properties of
hexagonal hillocks in N-polar GaN. Journal of Applied Physics, 137, 135705.
https://doi.org/10.1063/5.0259840

[2] Khan, M.A.H., & Rao, M.V. (2020). Gallium Nitride (GaN) Nanostructures and Their
Gas Sensing Properties: A Review. Sensors, 20, 3889.
https://doi.org/10.3390/s20143889

[3] Pearton, S.J., Zolper, J.C., Shul, R.J., & Ren, F. (1999). GaN: Processing, defects,
and devices. Journal of Applied Physics, 86, 1-78. https://doi.org/10.1063/1.371145

[4] Tian, J., Lai, C., Feng, G., Banerjee, D., Li, W., & Kar, N.C. (2020). Review of recent
progresses on gallium nitride transistor in power conversion application. International
Journal of Sustainable Energy, 39 (1), 88-100.
https://doi.org/10.1080/14786451.2019.1657866

[5] Lidow, A., De Rooij, M., Strydom, J., Reusch, D., & Glaser, J. (2020). GaN Transistors
for Efficient Power Conversion. Wiley.

[6] Wasa, R., Kitabatake, M., & Adachi, H. (2004). Thin Film Materials Technology:
Sputtering of Compound Materials. William Andrew Publishing.

[7] Sinkler, W., Marks, L.D., Edwards, D.D., Mason, T.O., Poeppelmeier, K.R., Hu, Z., &
Jorgensen J.D. (1998). Determination of Oxygen Atomic Positions in a Ga—In-Sn-0O
Ceramic Using Direct Methods and Electron Diffraction. Journal of Solid State
Chemistry, 136 (1), 145-149. https://doi.org/10.1006/jssc.1998.7804

[8] Vasyltsiv, V.I., Rym, Ya.l., & Zakharko, Ya.M. (1996). Optical absorption and
photoconductivity at the band edge of B-Gaz-xInxOs. Physica Status Solidi (b), 195 (2),
653—-658. https://doi.org/10.1002/psshb.2221950232

[9] Bordun, O. M., Kukharskyy, I. Yo., Medvid, I.I., Maksymchuk, D. M., Ivashchyshyn, F.
0., Calus, D., & Leonov, D. S. (2022). Electrical Conductivity of Pure and Cr3+ -Doped
B-Ga203 Thin Films. Nanosistemi, Nanomateriali, Nanotehnologii, 20(2), 321—-329.

[10] Monish, M., Mohan, S., Sutar, D.S., & Major, S.S. (2020). Gallium nitride films of high
n-type conductivity grown by reactive sputtering. Semiconductor Scince Technology,
35 (4), 045011. https://doi.org/10.1088/1361-6641/ab73ec

[11] Loretz, P., Tschirky, T., Isa, F., Patscheider, J., Trottmann, M., Wichser, A., Pedrini,
J., Bonera, E., Pezzoli, F., & Jaeger, D. (2022). Conductive n-type gallium nitride thin
films prepared by sputter deposition. Journal of Vacuum Scince & Technology A, 40,
042703. https://doi.org/10.1116/6.0001623

[12] Quan, Y., Yue, S.-Y., & Liao, B. (2021). Electric field effect on the thermal
conductivity of wurtzite GaN. Applied Physics Letters, 118 (16), 162110.
https://doi.org/10.1063/5.0047372

160 Electronics and information technologies « 2025 - Issue 30


https://doi.org/10.1063/5.0259840
https://doi.org/10.1063/1.371145
https://doi.org/10.1080/14786451.2019.1657866
https://doi.org/10.1006/jssc.1998.7804
https://doi.org/10.1002/pssb.2221950232
https://doi.org/10.1063/5.0047372

Influence of Preparation Conditions on the...

[13] As, D.J., Schikora, D., Greiner, A., Libbers, M., Mimkes, J., & Lischka, K. (1996). p-
and n-type cubic GaN epilayers on GaAs. Physical Review B, 54, R11118 — R11121.
https://doi.org/10.1103/PhysRevB.54.R11118

[14] Perlin, P., Suski, T., Teisseyre, H., Leszczynski, M., Grzegory, |., Jun, J., Porowski,
S., Bogustawski, P., Bernholc, J., Chervin, J.C., Polian, A., & Moustakas, T.D. (1995).
Towards the Identification of the Dominant Donor in GaN. Physical Review Letters,
75, 296. https://doi.org/10.1103/PhysRevl ett.75.296

[15] Lyons, J.L., Wickramaratne, D., & Van de Walle, C.G. (2021). A first-principles
understanding of point defects and impurities in GaN. Journal of Applied Physics,
129, 111101. https://doi.org/10.1063/5.0041506

[16] Kaschner, A., Kaczmarczyk, G., Hoffmann, A., Thomsen, C., Birkle, U., Einfeldt, S., &
Hommel, D. (1999). Defect Complexes in Highly Mg-Doped GaN Studied by Raman
Spectroscopy. Physica Status Solidi (b), 216 (1), 551-555.
https://doi.org/10.1002/(SICI1)1521-3951(199911)216:1<551::AID-
PSSB551>3.0.C0O;2-S

[17] Strauf, S., Michler, P., Gutowski, J., Birkle, U., Fehrer, M., Einfeldt, S., & Hommel, D.
(1999). Optical Spectroscopy of Mg- and C-Related Donor and Acceptor Levels in
GaN Grown by MBE. Physica Status Solidi (b), 216 (1), 557-560.
https://doi.org/10.1002/(SIC1)1521-3951(199911)216:1<557::AlD-
PSSB557>3.0.C0O;2-4

[18] Neugebauer, J., & Van de Walle, C.G. (1994). Atomic geometry and electronic
structure of native defects in GaN. Physical Review B, 50, 8067.
https://doi.org/10.1103/PhysRevB.50.8067

[19] Lyons, J.L., & Van de Walle, C.G. (2017). Computationally predicted energies and
properties of defects in GaN. npj Computational Materials, 3, 12.
https://doi.org/10.1038/s41524-017-0014-2

BMJINB YMOB OOEP>XAHHA HA EJIEKTPOMPOBIAHICTb TOHKUX MJTIBOK
GaN

Onez BopdyH ©©% lzop Kyxapcbkuli®, Mapisi [Tpouyak’®, leaHHa Medeidb >,
IpuHa Kogpnirok'>, l\aHemma Ljanoecbka

Jibeiecbkuli HayioHanbHUl yHieepcumem imeHi IsaHa ®paHka,

8yn. [ipazomaHosa 50, 79005 m. Jibeie, YkpaiHa

AHOTALIA

Betyn. Hitpuga ranito (GaN) — nepcnekTvBHWI maTtepian Ans CTBOPEHHS CBITINOAIOAIB,
nasepiB, 4eTeKToOpiB ynbTpacioneTy N BUCOKOYACTOTHUX TpaH3McTopiB. Bnactmeocti GaN
CyTTEBO 3anexaTb Big TMNy AedeKTiB Ta NapaMeTpiB oAepKaHHS TOHKUX MiBOK. 30kpema,
BNNUB MatoTb Nigknagku, 6ydepHi wapu, Temnepartypa HanuneHHs Ta napuianbHUn TUCK
poboyoro rasy. Lle obymoBuno AocnigXeHHs enekTponpoBiAHOCTI TOHKMX nniBok GaN,
OTPUMaHNX MEeTOAOM BMCOKOYacTOTHOro (BY) iOHHO-NMNasMoBOro pPO3nUMEHHS 3a Pi3HUX
TEXHOJOrYHMUX YMOB.

Matepianu Ta Mmetogm. Mniskn GaN ToBLmHOt0 0,3—1,0 MkM ocagXyBanu Ha candiposi
Ta KBapuoBi nigknagku, 3/6e3 OydepHux wapis MgAl,O, abo ZnO. BY poanuneHHs
nposoaunock B atmocaepi N, npu Tucky 5-1073*-5-1072 Topp Ta Temnepatypax 400-650 °C.
CTpykTypy aHanisyBanu 3a [OMOMOrol X-nmpomeHeBoi Andpakuii, eneKkTponpoBigHICTb
BM3Ha4anu B TemnepaTtypHoMy Aiana3oHi 100-450 K meTogoM OBOTOYKOBUX KOHTAKTIB 3
BUKOPUCTAHHAM OMIYHUX KOHTaKTIB i3 ByrneLto.
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PesynbTatn. BcraHoBneHo, wo GaN-nniBkM MatoTb nomnikpuctaniyHy CTPYKTypy 3
pi3HOI0 OpieHTaLli€t0, 3anexXHO Big TUMY NiAKNaaKkvu Ta HassBHOCTI OydepHoro wapy. Mutomun
onip 3miHoeTbes Big 10° go 10" OM-cMm. BUCOKOOMHI 3pa3ku XxapakTepuayoTbCs eHeprieto
TepmivHoi akTmBauii 0,34 eB Ta BCTaHOBNEHO AOHOPHWWA TUM NPOBIAHOCTI y nniBkax. Y
nniBkax Ha KBapLoBKX Nigknaakax i3 nigwapom ZnO 3adikcoBaHO MEHLLI 3HAYEHHS eHepril
aktmeauii (0,004..0,05eB), wo cBig4MTb NpPO iHWWA MexaHi3M npoBigHOCTI. MNpoBigHicTL
GaN 3pocTae npwu 36inbLUeHHI TemnepaTypu Nigknagky i 3HWKeHHi napuiansHoro Tucky N,
B pO3nuntoBarnbHin atmocdepi, Wo NpuBOaANTL A0 YTBOPEHHSA BaKaHCIN a30Ty — OCHOBHUX
OOHOPHMX AedekTiB.

BucHoBkn. EnektponpoBigHicTb TOHKMX nniBok GaN 3Ha4yHOK MipoK BU3HAYaETLCS
ymoBaMu ix ogepxaHHs. Hawnbinbwwuin BnnuB MaloTb TUM Migknagku, GydepHi wapw,
Temnepatypa HanuneHHs Ta TWUCK rady B po3nunioBanbHii atMmocdepi. OTpumani
3anexXHOCTi 3MiHW BenUYMHW EenekTPonpoBiAHOCTI TOHKMX nniBok GaN 3anexHo BiA
napuianeHoro Tucky poboyoro rady asoTy Ta TemnepaTtypu Nigknagkv npu HanuneHHi
noKasyloTb, LIO Hambinbw iMOBIPHUMKU AedbekTamn AOHOPHOrO TWUNY B HITPUAI ranito €
BakaHcii a3oTy V.

Knro4oei cnoea: TOHKi NNiBKK, HITPMA ranito, enekTponpoBigHICTb, AedekT JOHOPHOro
mny.
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ABSTRACT

Background. The development of modern nanoelectronics and sensor technologies
necessitates the creation of new functional materials with tunable electrical, optical, and
magnetic properties. One promising approach involves the formation of supramolecular
clathrates based on layered A®B® group semiconductors. This paper presents the results of
electrophysical analysis of GaSe-based clathrate systems intercalated with a -
cyclodextrin<ferrocene> (B-CD<FC>) complex, synthesized both under normal conditions
and in a constant magnetic field.

Materials and Methods. A GaSe single crystal was used as the host matrix. The f3-
CD<FC> guest complex was intercalated under two different conditions: normal conditions
and a constant magnetic field with a strength of 220 kA/m. Electrophysical properties were
studied using impedance spectroscopy over a frequency range of 1073*~108 Hz and thermally
stimulated discharge analysis.

Results and Discussion. Intercalation of B-CD<FC> into the expanded GaSe structure
results in increased resistance in the low-frequency range and a non-monotonic behaviour
of ReZ(w). In samples synthesized in a magnetic field, a decrease in ReZ(w) is observed,
indicating a change in the electronic character of the guest complex from acceptor to donor
type. Thermally stimulated discharge spectra reveal a transition from a quasi-continuous
energy level distribution to a mini-zone structure, with homocharge relaxation dominating in
the clathrate phase. Furthermore, samples synthesized in a magnetic field exhibit a fivefold
increase in the magnetoresistive effect and a twofold enhancement in photosensitivity.

Conclusion. The study demonstrates that intercalation of the supramolecular -
CD<FC> complex into the expanded GaSe matrix enables targeted modification of the
impurity structure, resulting in changes in electrical conductivity and sensory behaviour of
the clathrate. It was established that synthesis conditions, particularly the presence of a
constant magnetic field, significantly influence the electronic nature of the guest component,
the type of charge carriers, trap level parameters, and the manifestation of quantum effects
during charge transport.

Keywords: Intercalation, impedance spectroscopy, magnetoresistive effect,
photoresistive effect, supramolecular complex, hierarchical architecture.
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INTRODUCTION

The rapid advancement of modern electronics and sensor technologies necessitates
the development of new functional materials with tunable electrical and physical
characteristics. Such materials can be designed based on nanostructured systems capable
of exhibiting novel physical phenomena due to their internal architecture, engineered at the
atomic and molecular levels. Particularly noteworthy in this context are hybrid
nanostructured systems that demonstrate complex sensitivity to external fields, thereby
opening new avenues for their integration into multifunctional device components.

One promising direction in this field involves the formation of clathrates—
supramolecular compounds in which guest molecules or complexes are incorporated into
the cavities of a host matrix [1-3]. In particular, the intercalation of functionalized organic
complexes into layered semiconducting materials offers a versatile approach to tailoring
the electronic, magnetic, and optical properties of the resulting systems.

Intercalation into A®Be-type layered semiconductor crystals, such as gallium selenide
(GaSe), represents an effective method for modifying their electronic structure, impurity
spectrum, and physicochemical characteristics. Owing to the presence of weak interlayer
van der Waalls interactions, these crystals can accommodate guest species—particles, mo-
lecules, or complexes—uwithin their interlayer spaces without disrupting the integrity of the
internal crystal lattice [4, 5]. This enables the formation of stable intercalated systems that
preserve their layered morphology while acquiring novel functional properties, including
enhanced electrical conductivity, magnetic responsiveness, and photoelectric behaviour.

Of particular scientific interest is the formation of clathrates with a hierarchical
architecture of the subhost<host<guest>> type. In this regard, the intercalation of
supramolecular complexes such as B-cyclodextrin with ferrocene (B-CD) appears
especially promising, as these components can serve not only as carriers of functional
properties (e.g., photo- or magneto-sensitivity) but also as modulators of electronic state
ordering due to their specific geometry and inherent self-assembly capabilities.

This work presents the results of a study on clathrates formed by two approaches:
intercalation of the B-CD complex into the GaSe matrix under normal conditions and
intercalation performed in the presence of a constant magnetic field.

MATERIALS AND METHODS

In the experiments, a semiconductor single crystal of gallium selenide (GaSe) (Fig. 1)
was used as the subhost material. Grown by the Bridgman—Stockbarger method, the single
crystal exhibits a multilayer hexagonal structure and p-type conductivity. GaSe is particular-
ly well-suited for intercalation owing to its wide band gap (2.02 eV, as determined from
optical data), high anisotropy of electrical conductivity, and resistance to chemical modifica-
tion. It is also characterised by the presence of so-called guest-accessible sites — regions
of weak van der Waals forces oriented perpendicular to the crystallographic C-axis [5].

B-cyclodextrin (C4,H,0035) (B-CD) [6] was selected as the host. This compound is a
cyclic oligosaccharide with a well-defined toroidal geometry (see Fig. 2), featuring a hydro-
philic outer surface and a hydrophobic inner cavity. Such a structure enables the formation
of inclusion complexes with hydrophobic guest molecules via weak non-covalent interac-
tions, particularly van der Waals forces. Owing to its rigid geometry and propensity for
forming ordered supramolecular assemblies, 3-CD serves as a structural platform for the
spatial organisation of guest species within the interlayer regions of host materials [7-9].

Ferrocene (FC) (Fig. 3) was used as the guest molecule. Ferrocene is an
organometallic compound with well-characterised donor—acceptor and electrochemical
properties and exhibits high stability in a wide range of chemical environments. Its
molecular structure consists of an iron atom sandwiched between two cyclopentadienyl
rings, forming a delocalized m-system that facilitates interaction with the electronic states
of the sub-host material [10-12].
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Fig. 1. Spatial representation of the GaSe structure.

Ferrocene (FC) (Fig. 3) was used as the guest molecule. Ferrocene is an
organometallic compound with well-characterised donor—acceptor and electrochemical
properties and exhibits high stability in a wide range of chemical environments. Its
molecular structure consists of an iron atom sandwiched between two cyclopentadienyl
rings, forming a delocalized 1-system that facilitates interaction with the electronic states
of the sub-host material [10-12].

Since ferrocene is insoluble in water, the supramolecular complex B-CD<FC> was
prepared using a method described in [13]. A fine powder of ferrocene was added to an
aqueous solution of B-CD at 60 °C under continuous stirring. The molar ratio of B-CD to
ferrocene was maintained at 1:1.

The intercalation of the B-CD<FC> supramolecular complex into GaSe crystals
involved several stages and has been described in detail in our previous works [14, 15].
First, sodium nitrite (NaNO,) was introduced into the GaSe matrix until a 5-fold expansion
was achieved. Following this, the NaNO, was washed out, and the crystals were dried in a
vacuum oven at 100 °C for 24 hours.

Fig. 2. Structure of B-cyclodextrin (3-CD): schematic representation of the molecule with atom numbering of the
glucopyranose units (a); space-filling model showing the inner cavity (b); truncated cone-like shape of §3-
CD (c).
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Fig. 3. Molecular structure of ferrocene.

The intercalation of B-CD<FC> was performed in two modes. In the first mode, the
GaSe crystal was immersed in an aqueous solution containing 3-CD and ferrocene under
normal conditions. In the second mode, to control the spatial ordering of the magnetically
sensitive guest during intercalation, the GaSe crystal was placed in the same solution while
exposed to a constant magnetic field with a strength of 220 kA/m. During the intercalation
of the supramolecular complex B-CD<FC>, the GaSe crystal was positioned so that the
magnetic induction vector was oriented parallel to the crystallographic axis C, i.e.,
perpendicular to the plane of the layers. This orientation ensures maximum influence of the
magnetic field on the ordering of magnetosensitive ferrocene molecules along the interlayer
voids of the crystal. Upon completion, the intercalated GaSe<p-CD<FC>> clathrate
samples were dried at 45 °C for 24 hours in a vacuum oven.

As a result, the obtained experimental sample represents a stage-wise ordered
layered structure in which unexpanded GaSe layers alternate with expanded layers
containing the intercalated 3-CD<FC> supramolecular complex.

The studies using impedance spectroscopy were carried out along the crystallographic
axis C in a 10-3..108 Hz frequency range using the AUTOLAB measurement system (ECO
CHEMIE, the Netherlands), equipped with FRA-2 and GPES software packages. The
uncertain points were removed using the Dirichlet filter [16]. The impedance measurements
were made under normal conditions, in a constant magnetic field of 220 kA/m lighted by a
65W solar simulator. The external fields were applied along the impedance spectra
measurements. This geometry of measurements was chosen in order to dismiss the
Lorentz force.

The studies were also carried out using the thermally stimulated discharge in the
temperature range of —25..+70°C with a constant heating rate of 5 degrees/min.

Based on the obtained impedance spectroscopy data according to the Geballe-Pollack
theory [17], the following parameters of the impurity energy spectrum were calculated:
density of states at the Fermi level Nr, hopping radius R, spread of traps near the Fermi
level J and real density of deep traps Nt.

RESULTS AND DISCUSSION

To investigate the influence of the guest molecule on the electrical conductivity of the
GaSe<B-CD<FC>> clathrate, impedance spectroscopy was employed. The analysis
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begins with a comparison of the real part of the complex impedance (ReZ) for the pristine
GaSe single crystal, the 5-fold expanded GaSe matrix, and the GaSe<B-CD<FC>>
clathrate synthesized under both normal conditions and in a constant magnetic field with
an intensity of 220 kA/m. The frequency dependencies of ReZ are shown in Fig. 4.

The unmodified GaSe single crystal (curve 1, Fig. 4) exhibits frequency-independent
behaviour of ReZ in the 10-2..102 Hz range, indicating conductivity governed by equilibrium
charge carriers at the given temperature. This conductivity is of the activation type and can
be described as follows:

0o = eny, (1)

where e is the elementary charge, n is the carrier concentration, and p is their mobility.

A further increase in frequency (w>102 Hz) leads to a monotonic decrease in the real
part of the impedance (ReZ) of the GaSe single crystal due to the dominance of hopping
conductivity. This conductivity arises from the hopping of nonequilibrium charge carriers
between localised states near the Fermi level. In this process, the carriers hop from one
centre localised in the forbidden band of the semiconductor to another, accompanied by
the emission or absorption of a phonon. This type of conductivity is of the activation type,
meaning that:

AW
o~exp [ — ] (2)

In the case of alternating current, the hopping conductivity becomes frequency-

dependent:

o (w)~w™, 3)

where 1 the exponent typically ranges from 0.64 to 1.0.
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Fig. 4. Real part of complex impedance measured for the initial unexpanded GaSe crystal (1), 5-fold expanded
GaSe matrix (2), and GaSe<B-CD<FC>> clathrate synthesized under normal conditions (3) and in a
constant magnetic field (4).
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As a result, the total conductivity of the GaSe single crystal can be expressed as a
sum of equilibrium and hopping contributions:

' (w) = enu + Aw™ (4)

Following the 5-fold expansion of the GaSe single crystal (curve 2, Fig. 4), significant
changes in ReZ(w) are observed. The resistance increases by more than a factor of two,
attributed to a reduction in the concentration of equilibrium charge carriers due to the
formation of additional recombination centres caused by the expansion of the crystal layers.
The low-frequency branch of ReZ(w) loses its frequency independence and begins to
decrease monotonically within the 107-0.6 Hz range, followed by a sharp and non-
monotonic decline with increasing frequency. This deviation from the behaviour predicted
by Eq. (3) suggests that, in addition to band and hopping transport mechanisms, charge
transfer also involves capture—retention—release processes associated with quantum wells,
which are most likely formed in the regions of expanded layers.

Incorporation of the B-CD<FC> supramolecular complex into the interlayer space of
the 5-fold expanded GaSe matrix under normal conditions (curve 3, Fig. 4) leads to an
increase in ReZ(w) in the low-frequency range and a further enhancement of the non-
monotonic behaviour. This indicates the formation of additional quantum wells due to the
presence of the guest component, which likely exhibits an acceptor-type nature.

When the same supramolecular complex is introduced under a constant magnetic field
(curve 4, Fig. 4), ReZ(w) decreases in the low-frequency range, although the non-monoto-
nic behaviour remains pronounced. This also indicates the formation of additional quantum
wells, but in this case, the guest molecule likely demonstrates a donor-type character.
Given the opposite trends in the low-frequency behaviour of ReZ(w) depending on the syn-
thesis conditions, we can assume that the nature of the guest molecule differs: acceptor-
like under normal conditions and donor-like under the influence of a magnetic field.

For a more detailed interpretation of the ReZ(w) variations depending on the synthesis
conditions, Fig. 5 presents the ratio of the real part of the complex impedance of the
clathrate (ReZciat) to that of the 5-fold expanded GaSe matrix (ReZexp.mat). As can be seen,
depending on the synthesis conditions, the ReZciat/ReZexpmat (W) dependence exhibits

2.5

2.0

1.0

ReZClal/ReZExp.mat

0.5
104102 102 10" 10° 10" 10% 10° 10* 10° 10° 107
o, Hz

Fig. 5. Change in the real part of the complex impedance for GaSe<B-CD<FC>> clathrate synthesized under
normal conditions (1) and in a constant magnetic field (2).
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opposite frequency trends, most likely due to different types of conductivity exhibited by the
guest component.

To elucidate the structure of impurity energy spectra in the initial GaSe single crystal,
the 5-fold expanded GaSe matrix, and the GaSe<B-CD<FC>> clathrates synthesized
under normal conditions and in a constant magnetic field, thermally stimulated discharge
current spectra were measured, as shown in Fig. 6. For the initial GaSe single crystal,
thermally stimulated discharge current signals begin to appear at 283 K. The spectrum
initially displays a distinctly miniband-like character, which gradually transitions to a quasi-
continuous form with increasing temperature. It is important to note that heterocharge rela-
xation is observed in this case. For the 5-fold expanded GaSe matrix, the TSDC spectrum
exhibits a strongly pronounced miniband-like structure (Fig. 6), with a higher density of
states concentrated in the low-temperature region—where the initial GaSe crystal had
virtually no detectable thermally stimulated discharge current response. Homocharge
relaxation is predominant in this case. The crystal expansion clearly leads to the formation
of trap centres localised in narrow bands within the forbidden gap. This result supports the
ReZ(w) behaviour previously observed for the 5-fold expanded GaSe matrix (Fig. 4).

In the case of the GaSe<B-CD<FC>> clathrate, regardless of the synthesis conditions,
the thermally stimulated discharge current spectrum maintains a strongly expressed
miniband-like character throughout the entire studied temperature range, with homocharge
relaxation remaining dominant. The observed differences depending on the synthesis
method lie in the specific energy distribution of impurity levels, which ultimately determine
the conductivity characteristics of the clathrates.

Using the theory of hopping conductivity proposed by M. Pollak and T.H. Geballe [17],
which takes into account the charge carriers’ hoppings between states localised in space
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Fig. 6. Thermally stimulated discharge currents spectra for the initial unexpanded GaSe crystal (a), 5-fold
expanded GaSe matrix (b), and GaSe<B-CD<FC>> clathrate synthesized under normal conditions (c)
and in a constant magnetic field (d).
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due to their interaction with phonons. The result is the following expression for the real part
of the conductivity:

o(w) = %eszTa‘SNsz [ln (%D)r, (5)

where e is the electron charge, N is the density of states on the Fermi level, «a is the
constant of the carrier localised wave function decrease, Vg, is the phonon frequency.

According to the theory of hopping conductivity on alternating current, the average
hopping time T of the carrier with phonon absorption or emission is determined by the
expression:

77! = vpexp(—2aR), (6)

where R is the hopping distance.

Experimentally, 771 is the average frequency at which the law w%2 is fulfilled. The
average hopping distance R can be calculated by the formula after determining the value
of T experimentally.

The scatter of trapped levels near the Fermi level ] can be estimated by knowing the
values of Ny and R from the relation

4 1
§7IR3NF§] =1. (7)

This, in turn, makes it possible to estimate the real density of deep traps N, using the
formula

N = NgJ. (8)

The corresponding values obtained according to the presented calculations are given
in Table 1. As can be seen, 5-fold expansion of the GaSe matrix leads to more than a twofold

increase in the density of states at the Fermi level Ng, and a similar, but inverse, twofold
decrease in the spread of trap levels J. The hopping distance R and the density of deep traps
N; remain unchanged. The introduction of the supramolecular complex 3-CD<FC> into the
interlayer space of the 5-fold expanded GaSe matrix results in a 1.82-fold increase in Ng and
a 1.76-fold decrease in J. The hopping distance R slightly decreases, while the deep trap

Table 1. Band spectrum parameters for the investigated samples measured at the
normal conditions

NF'1044, R-1078, ].10-22, Nt'1022’

Structure J m J m3
GaSe 0.34 2.55 8.42 2.89
5-fold expanded GaSe matrix 0.82 2.55 3.50 2.89
GaSe<p-CD<FC>> clathrate synthe-  ; 5, 252 1.99 3.00
sized under normal conditions
GaSe<B-CD<FC>> clathrate synthe- 0.75 280 289 217

sized in a constant magnetic field
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density N, increases somewhat. The formation of the GaSe<f3-CD<FC>> deep trap density
N; increases somewhat. The formation of the GaSe<(B-CD<FC>> clathrate in a constant
magnetic field, compared to the 5-fold expanded GaSe matrix, leads to opposite effects:
Nr decreases by about 10%, | decreases by 18%, N; decreases by 25%, and R increases
by 10%. Overall, there is a fairly good correlation between the aforementioned current
transport mechanisms, the measured thermally stimulated discharge current spectra, and
the theoretically calculated parameters of the impurity energy spectrum.

The next step was to investigate the influence of the guest component and the
conditions of its formation on the magnitude of the magnetoresistive effect of the GaSe<f-
CD<FC>> clathrate (Fig. 7). The magnetoresistive effect was calculated as the ratio of
resistance in a constant magnetic field to resistance in its absence (dn=pH/po). As can be
seen from Fig. 7, the synthesis conditions have a dramatic effect on the magnetoresistive
effect, which differs in sign and magnitude. Thus, in the low-frequency range, a 5-fold
increase in magnetosensitivity is observed for the GaSe<B-CD<FC>> clathrate
synthesized in a constant magnetic field, while for the clathrate synthesized under normal
conditions, a decrease of more than two times is observed. This indicates an increase in
magnetosensitivity under conditions of clathrate synthesis in a constant magnetic field due
to the ordering of the guest component.

Next, the influence of the guest component and its formation conditions on the
magnitude of the photoresistive effect of the GaSe<3-CD<FC>> clathrate was investigated
(Fig. 8). The photoresistive effect was calculated as the ratio of the resistance under
illumination to the resistance in the dark (8. = pu/pp). As seen in Fig. 8, the clathrate
synthesis conditions result in an opposite frequency dependence of the photoresistive
effect. In the low-frequency range, a twofold increase in photosensitivity is observed for the
GaSe<B-CD<FC>> clathrate synthesized in a constant magnetic field, while a decrease is
observed for the clathrate synthesized under normal conditions. This indicates enhanced
photosensitivity when the clathrate is synthesized in a constant magnetic field, due to the

formation of a specific impurity energy spectrum structure.

6H(Ciat)/BH(Exp. mat.)

104107102 107" 10° 10" 107 10° 10* 10° 10° 107
o, Hz

Fig. 7. Change in the magnetoresistive effect for the GaSe<B-CD<FC>> clathrate synthesized under normal
conditions (1) and in a constant magnetic field (2).
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Fig. 8. Change in the photoresistive effect for GaSe<f-CD<FC>> clathrate synthesized under normal conditions
(1) and in a constant magnetic field (2).

However, the most unexpected look is the |-V characteristics of the GaSe<p-
CD<FC>> clathrate, regardless of the synthesis conditions, when measured under a
constant magnetic field. (Fig. 9). While the 1-V curves of the initial GaSe single crystal and
the 5-fold expanded GaSe matrix exhibited a linear behaviour under all measurement
conditions, the |-V characteristics of the GaSe<B-CD<FC>> clathrate synthesized under
normal conditions and measured in a constant magnetic field demonstrate a somewhat
unconventional appearance. In the presence of a magnetic field, the |-V curve takes on an
oscillatory form.

This behaviour may be related to the following. Based on the architecture of the
synthesized clathrate GaSe<(B-CD<FC>> and the above research results, it is likely to
assume that the formed nano-dispersed magnetic particles are an ensemble of quantum
dots localised in the corresponding hierarchical structure. This means that the determining
processes in charge transfer will be the tunnelling of current carriers and their limitation by
a localised charge, like the Coulomb blockade [18]. Non-core current carriers will be
localised in quantum wells, creating an energy barrier for the main ones. It is for such cases

1.04 I, nA b 31 LnA

Fig. 9. -V characteristics of GaSe<B-CD<FC>> clathrate synthesized under normal conditions (a) and in a
constant magnetic field (b).
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that the extraordinary behaviour of the dynamic volt-ampere characteristic is characteristic.
The reason is that the “charging” and “discharging” of the 1D-barrier-OD nanocapacitor
occur at different speeds: charging due to the inertial process of movement of delocalized
media, and discharge due to their emission into the layer of traps with a lifetime t. The
competition of the processes of charging and discharging of these nanocapacitors in
combination with the effect of the accumulation of a significant nonequilibrium charge
determines the nature of the behaviour of the volt-ampere characteristic. It is clear that
such effects will be the more significant, the greater the t.

The qualitatively nonmonotonic nature of the volt-ampere characteristic can be
understood based on a simple quantum mechanical model. Let us consider a one-
dimensional crystal characterised by a band spectrum. The introduction of a molecule
(atom or, in our case, a nanocluster) is accompanied by additional potential of the molecule.
Depending on the specific content of the molecule, the potential can be both a barrier
against the background of the crystal potential and a well.

Consider the case when the intercalated supramolecular complex generates additi-
onal localised potential (albeit rectangular) in the form of wells. In an ideal structure, where
the geometric and energy characteristics of such wells are strictly maintained and the wells
are positioned at fixed distances from each other, they are separated by the chain potential,
which acts as a barrier between them. Electronic states in the wells are discrete. The
voltage applied to such a structure can lead to the appearance of current by the mecha-
nisms of jumping conductivity and/or resonant tunnelling. The attached magnetic field
changes the position of the discrete levels. Each time such levels intersect with a fixed
level, there is an abrupt change in carrier concentration, which is repeated with each subse-
quent intersection. The frequency of jumps is determined by the degree of discreteness of
electronic states. Using the conclusions of the infinite deep well problem, namely

m2h? 0.37
le = — (9)
a

" 2ma?
(here the width of the well is expressed in nm), the observed frequency of jumps /(U) should
be expected for narrow wells and/or high excited states.

The blurred nature of the maxima observed in Fig.9 may be the result of imperfections
in the structure described above, differences in the values of geometric and energy
characteristics of the system, as well as the temperature factor. In the case of the presence
of a magnetic field, there is a Zeeman effect, which in turn non-trivially changes the
electronic states of the system, and therefore the dependence of /(U).

CONCLUSION

As a result of the study, supramolecular clathrate structures were formed based on a
5-fold expanded GaSe matrix with an intercalated B-CD<FC> complex, featuring a
hierarchical architecture of the subhost<host<guest>> type. Intercalation was performed
under two technological conditions: under normal conditions and in the presence of a
constant magnetic field. Based on the analysis of electrophysical measurements, the
following conclusions were drawn:

1. Intercalation of the B-CD<FC> complex into the expanded GaSe structure leads to a
substantial modification of the electrical conductivity, in particular an increase in
resistance in the low-frequency range, an enhancement of the non-monotonic
behaviour of the frequency dependence ReZ(w), and the formation of additional trap
levels associated with the emergence of quantum wells in the structure.

2. The synthesis conditions of the clathrate have a decisive effect on the electronic nature
of the guest component: under normal conditions, the supramolecular complex [3-
CD<FC> exhibits acceptor-type conductivity, while intercalation in a constant magnetic
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field induces donor properties. This is supported by the analysis of the frequency
behavior of ReZ(w) and the changes in the density of states near the Fermi level.

3. Analysis of the impurity energy spectrum parameters revealed that the introduction of
the 3-CD<FC> complex under normal conditions increases the density of states at the
Fermi level and reduces the dispersion of trap levels near it. In contrast, the influence
of the magnetic field leads to a nearly 10% decrease in the Fermi-level density of states
Nr and a 10% increase in the hopping radius R.

4. The thermally stimulated discharge spectra indicate that the unexpanded GaSe crystal
is characterised by a quasi-continuous distribution with heterocharge relaxation,
whereas in the 5-fold expanded GaSe and the GaSe<B-CD<FC>> clathrates
(regardless of synthesis conditions), the spectra exhibit a mini-zone structure with
homocharge relaxation, suggesting the formation of trap centers localized within narrow
bands in the bandgap.

5. The magnetoresistive and photoresistive effects of the GaSe<p-CD<FC>> clathrate are
strongly dependent on the synthesis conditions. In particular, synthesis under a
magnetic field results in a fivefold increase in magnetosensitivity and a twofold
enhancement in photosensitivity, attributed to the ordering of the guest component and
the specific configuration of impurity states.

6. The current-voltage characteristics (I-V curves) measured in a magnetic field for
GaSe<B-CD<FC>> clathrates synthesized by both methods exhibit oscillatory
behaviour, which may result from charge carrier tunnelling through quantum wells,
Coulomb blockade, and the dynamic accumulation of nonequilibrium charge within the
hierarchical subhost<host<guest>> architecture.

The results demonstrate the potential for targeted control over the electrical, magnetic,
and optical properties of clathrate structures by tuning the intercalation conditions and
guest component composition. This opens promising avenues for the development of
sensor elements, photosensitive and magnetosensitive devices, and components for
functional nanoelectronics.
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MATHITO- TA ®OTOKEPOBAHI CYNPAMOJIEKYJIAPHI KITATPATU HA
OCHOBI CEJNEHIAY F'AnIO

Bimaniii Makcumuy® ©©* Onekcitli Kopuee?, Hadisi Moknadok?,
PomaH leeub? ©, Onez BopdyH! ©, ®edip leawuwur®

T @akynbmem eniekKmpOoHiKU ma KOMITIomepHUX mexHonoaid,

JIbsiecbkuli HayioHanbHUl yHieepcumem iMeHi IeaHa ®paHka,

eyn. [ipazomaHosa, 50, 79005, m. Jlbeis, YkpaiHa

2 l[Hecmumym npuknadHol MamemMamuku ma ¢pyHOaMeHmMasnbHUX Hayk,

HaujoHanbHut yHisepcumem «Jlbgigcbka nonimexHikay,

8yn. CmenaHa baHOepu, 12, 79013, m. Jibsig, YkpaiHa

SEnekmpomexHidHuli ghakynsmem,

YeHcmoxoecbkuli nonimexHiyHUl yHisepcumem,

syn. A.I" Jombposcbkoeo, 69, 42-201, m. HYeHcmoxosa, lNonbwa

AHOTALIA

BcTtyn. P03BUTOK Cy4YacHOi HaHOENEKTPOHIKM Ta CEHCOPHWUX TEexXHonorih noTpebye
CTBOPEHHS HOBUX (PYHKLiOHaNbHUX MaTepianis 3 KepOBaHUMU €MEeKTPUYHUMU, ONTUHHUMMU
Ta MarHiTHUMKM BnactTmsocTamu. OOHMM i3 NepcnekTMBHMX MiAXo4iB € d)opMyBaHHS
CynpamMorneKynspHUX KnaTpaTiB Ha OCHOBI LLapyBaTUX HamMiBNpoBigHWUKIB rpynu ABS. Y win
poboTi npeacTtaBneHo pesynbTatu enekTpodi3nyHOro aHanidy KrnaTpaTtHUX CUCTEM Ha
ocHoBi GaSe 3 iHTepkanboBaHWM KOMMMEKCOM B-umknoaekcTpuH<depouen> (3-CD<FC>),
CMHTE30BaHMX 3a HOPMarbHUX YMOB Ta B NOCTINHOMY MarHiTHOMy noni.

MaTtepianu Ta MeToau. Ak maTpuua-rocnogap BUKOPUCTOBYBaBCA MOHOKpucTan GaSe.
IHTepkansuito rocteoBoro kommnnekcy B-CD<FC> nposogunu y [ABOX pexumax: 3a
HOpManbHWX YMOB | B MOCTIMHOMY MarHiTHoMy nomni HanpyxeHicTio 220 kKA/Mm.
EnekTpodisnyHi BnacTMBOCTI AOChigXyBanu MeToOOM iMAedaHCHOI chekTpockonii B
AianasoHi 1073-108 'y Ta METOAOM TEPMOCTUMYITEOBAHOIrO PO3PSAY.

PesynbTatu. IHTepkansuia B-CD<FC> y poswupeHy cTpykTypy GaSe npu3BoauTb [0
3pPOCTaHHS OMNopy B HU3bKOYACTOTHOMY [iana3oHi Ta HEMOHOTOHHOT noBeiHkn ReZ(w). Ons
3paskiB, CUHTE30BaHWX Y MarHiTHOMY nori, CNocTepiraeTbCs 3MeHLWeHHs ReZ(w), Wwo Bkasye
Ha nepexig rocTbOBOrO KOMMOHEHTa Bif aKUenTOPHOro A0 AOHOPHOro tuny. CnekTpu
TEPMOCTUMYNBbOBAHOIO PO3psSAYy [AEMOHCTPYHOTb nepexid Big KBasiHenepepsHOI [0
MIiHI30HHOI CTPYKTYpM PIBHIB 3 MepeBaxaHHAM penakcaudii romo3apsgy B knaTpaTtax. Y
3paskax, CMHTE30BaHWX Y MarHiTHOMy Moni, CroCTepiraeTbCsi MATUKPaTHE 3POCTaHHS
MarHiTope3ncTMBHoro edekTy Ta 36inblueHHs OTOYYTNMBOCTI BABIYI.

BucHoBkn. [lpoBegeHe pocnigXeHHs NpPOAEeMOHCTpyBano, WO iHTepkansuis
cynpamonekynspHoro komnnekcy B-CD<FC> y poswwupeHy matpuuto GaSe possonsie
uinecnpsamoBaHo MoaudikyBaTV [OOMILLKOBY CTPYKTYpy | TMM camMuMm  3MiHIOBaTu
€reKTPOnpOoBIAHICTL Ta CEHCOPHI BMAcTMBOCTI knaTpaTy. BcTaHOBMNEHO, L0 YMOBU CUHTESY,
30Kpema fis NoCTIMHOrO MarHiTHOro Mons, CyTTEBO BMMMBAKOTb Ha €MeKTPOHHY nmpupoay
rocTbOBOrO KOMMOHEHTa, TUM HOCIiB 3apsgy, napameTpy MnacTKOBMX PIiBHIB i MposiB
KBAHTOBUX €heKTiB NpW NepPeHEeCeHH 3apsgis.

Knrodyoei cnoea: |HTepkanauis, iMnedaHCcHa CRNEKTPOCKOMia, MarHiTope3ncTuBHUN
edekT, POTOPEe3NCTUBHUA  edeKT, CynpamorneKkynspHUN  KOMMMEKC,
iepapxivyHa apxiTekTypa.
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ABSTRACT

Introduction. The refractive index n of a crystal is its fundamental characteristic. In the
presence of the experimentally obtained dispersion n(4) with high accuracy, it is possible
to determine the fundamental characteristics of single crystals using analytical relations for
the refractive index in the region of crystal transparency.

Materials and Methods. In this work, high-optical-quality rubidium sulfate (Rb2SOa4)
single crystals were synthesized, crystallographic orientation was determined using a
polarization microscope and conoscopic figures, and the dispersion of the refractive indices
n, (1) was studied using the Obreimov immersion method at room temperature for different
directions of uniaxial compression with stress magnitude of g,,, ~ 100 bar.

Results and Discussion. It was found that the refractive indices dispersion of this
crystal n;(A) is normal (dn/dA < 0). As the fundamental absorption edge is approached, it
increases sharply for the three polarization directions of the electromagnetic wave. The
refractive indices satisfy the inequalities n, = n, > n, and dn,/dA > dn,/dA > dn,, /dA.

The baric changes in the molar refraction Rj, electronic polarizability « (for the
wavelength 4 = 500 nm), and crystal-optical parameters (spectral positions of the effective
centers of ultraviolet and infrared oscillators, as well as their effective strengths) of Rb2SO4
crystals at room temperature were calculated. It was found that uniaxial pressures of
o ~ 100 bar led to an increase in electronic polarizability of the crystal by an average of
(1—3)x10"26 cm?,

Conclusion. It was established that uniaxial pressures lead to an increase in
contributions from infrared oscillators by 2—-5 %, primarily due to the baric dependence of
the optical isotropic point. They also shift the position of the effective strength of the
ultraviolet oscillator Ay; toward the short-wavelength region of the spectrum. The change in
the effective oscillator strength in this baric range does not exceed 1 %. It was found that
the positions of effective absorption bands are more sensitive to uniaxial pressures than the
effective strengths of the corresponding oscillators.

Keywords: refractive indices, uniaxial compression, refraction, electronic polarizability,
band gap width.

INTRODUCTION
The refractive index (RI) n of a crystal, which is determined by its electronic subsystem
for a certain photon energy hw or wavelength 4, is its fundamental characteristic. The spe-

ctral dependence of the refractive index n(A) in a wide spectral region of the material's trans-
parency contains significantly more information about its optical-electronic parameters.
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The most accurate Rl is determined for transparent materials in the visible and near
ultraviolet (UV) and infrared (IR) regions of the spectrum with an error of the order of
+2x1075, but in several individual cases it can be +5x10-6 [1-8]. Transparent materials in
the specified regions of the spectrum include dielectrics and semiconductors with average
bandgap widths (E, ~ 4...6 eV). In the presence of the experimentally obtained dispersion
n(A) with high accuracy, it is possible to determine the fundamental characteristics using
analytical relations for the RI in the region of crystal transparency.

To describe the dependence of n(1), theoretical models of the atomic structure of the
crystal are used, in which there is a dependence of the polarization of the medium on the
frequency of the electromagnetic wave. If attenuation, nonlinearity, and spatial dispersion
are neglected, then we can assume that the electrons behave similarly to the influence of
the quasi-elastic force F = —qgr on their deviation from the equilibrium position:

eE
r=—— (1)

- m(w — w?)

where w is the cyclic frequency of the electromagnetic wave E = Egexp(—iat),

Wy = +/q/m — the resonant frequency.

Each electron creates a dipole moment p = er. The nuclei also contribute to the
polarization of the crystal, but since their mass is large compared to the mass of the
electron, their contribution in the first approximation can be neglected. The frequency
dependence of Rl is as follows:

n?—1 4m _ e? fx
=N Y (2)
n“+2 3 m — Wi, — W

where N is the number of electrons for the corresponding resonant frequency @y,
fx is the oscillator strength, which determines the degree of electron participation in this
oscillation.

If in relation (2) we consider only two oscillators in the near UV and IR regions of the
spectrum, then we can obtain the well-known Selmeyer formula:

BiA§1 A% By, A2
2=1+101 +202 ! 3
"R R, o

Here Aot and Aoz are the spectral positions of the effective centers of the UV and IR oscillator
bands, respectively, and B1 and Bz are the effective strengths of the corresponding
oscillators.

The study of baric changes in the Rl is due to the study of existing or possible phase
transitions, as well as changes in the structure during temperature changes or compression
of the crystal. Baric dependences of the Rl have recently been actively studied, although
the emphasis is on the influence of hydrostatic pressure [9 — 16].

It has been found that the Rls decrease on average by 4 % in the pressure range up
to 15 kbar [5, 6] for several crystals that are actively used in multiplet quantum laser
sources (InGaAsP, AlGalnAs, and GalnNAs). For sapphire crystals at pressures up to
190 kbar, the refractive index at a light wavelength of 514.5 nm decreases linearly [11]. For
KMgFs crystals, the refractive index increases monotonically under pressure:
dnidp = 2.46x107* bar™! for A =589.3 nm [12]. In some crystalline dielectrics, it has been
found that the Rls mostly increase during uniaxial compression [13 — 16].
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This behavior of Rl is caused by the fact that hydrostatic pressure reduces the volume
of the crystal and increases its density, which causes the growth of RI. The effect of uniaxial
pressure on the refractive properties of crystals can be similar. At the same time, in
anisotropic crystals, uniaxial compression along a certain direction will not always lead to
unambiguous changes in the volume and RI in other crystallo-physical directions.
Therefore, it is interesting to evaluate the effect of uniaxial compression on the RI of
anisotropic crystals.

MATERIALS AND METHODS

We consider the effect of uniaxial compression g, on the behavior of the Rl of a
rubidium sulfate (RS) Rb2SO4 crystal. This is a typical representative of the ABSO4 group
crystals; at a temperature of T, ~ 922 K, it undergoes a phase transition from the
pseudohexagonal paraelectric phase P-3m1 to the orthorhombic ferro-elastic phase
(symmetry space group D3¢ — Pmcn) [17, 18]. The study of their crystal structure allowed
us to clarify the lattice parameters: a = 7.82079(10) A, b =5.97778(7) A, and
¢ =10.44040(13) A, and the band-energy structure’ of the crystal has a direct-type band
gap (E; = 4.89 eV) and weak dispersion of energy levels. It was also established that for
this crystal, the top of the valence band is formed by 2p states of oxygen atoms, and the
bottom of the conduction band is formed by 4s-electrons of rubidium [17, 18].

Previously, an optical isotropic point (OIP) was found in this crystal at room
temperature: the equality of n, and n, at a wavelength of A =495 nm and room temperature
(n, = ny, = 1.51705) [19-21]. The study of the dispersion dependences of birefringence
An;(A) showed that the crystal has a small normal dispersion d(4nx)/dA < 0, and
uniaxial compressions g, do not change the character, but only the magnitude of the slope
of the curves 4n;(A) [22]. The authors also calculated the spectral dependences of the
combined piezocoefficients n?m(l) and found that they are piezocoefficients n§1 and n§’1
in the vicinity of the OIP at a wavelength of A =490 nm are equal.

The analysis of baric changes in the main Rls n;(g,,) of the RS crystal was carried
out based on previously obtained dependencies niom (A) using the formula:

1
ni(/l: T) = nio(/lv T) _Enim(/l' T)O-mniSo(/L T)' (4)

where n;, is the refractive index of a mechanically free crystal,
om is the magnitude of the mechanical load applied to the crystal,
;m are the absolute piezo-optical constants,

index i denotes the direction of light,

index m denotes the direction of compression.

This research method allows us to study the behavior of all the main RIs under the
action of pressures in a wide spectral region along different crystallographic directions
(especially the behavior of n; under the action of g;). The baric behavior of RIs n; (i = m)
can be directly investigated by the well-known direct interference-optical method [2, 3], but
only for one wavelength, and it is experimentally more complicated.

RESULTS AND DISCUSSION

Fig. 1 shows the dispersion dependences of ny at room temperature of mechanically
free and uniaxially compressed RS crystals. In general, it was established that the
dispersion of the Rl n; (1) of this crystal is normal (dn/dA < 0), and increases rapidly with
the approach to the edge of fundamental absorption, n;(4) for three directions of
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Fig. 1. Dispersion of refractive indices ny(A) of Rb,SO, crystals for different directions of uniaxial compression:
1-0,=0,2-0,=100 bar, 3 -0, =100 bar.

polarization of the electromagnetic wave. The following relations between the Rl were
found: ny =n, >n, and dn,/d1 > dn,/dA > dn,/dA. It was established that the
uniaxial pressure does not change the character of the curves n;(4), only the value of the
dispersion dn;/dA changes. Table 1 shows the corresponding values for all
crystallographic directions under the action of different pressures.

Let us consider the relationship n;(4, o) with the characteristics of the crystal, which
follow from the dispersion formula of Selmeyer and the Lorentz-Lorentz formula, which
describes refraction and electronic polarizability [1, 2]:

3 n?2-1
Q= ——-, ()
4N n2 + 2

Table 1. Baric changes in the specific refraction R; and electronic polarizability «;
for the light wavelength A = 500 nm, as well as the crystal-optical parameters of
Rb,SO;, crystals at a temperature of T=293 K

Parameters om = 0 bar ox = 100 bar oy = 100 bar oz = 100 bar
axx10%4, cm3 8.85 8.87 8.88 8.88
ayx10%4, cm?3 8.83 8.85 8.85 8.86
azx10%4, cm?3 8.84 8.86 8.87 8.86
Rx, cm? 22.34 22.37 22.36 22.35
Ry, cm?3 22.30 22.31 22.32 22.33
Rz, cm3 22.31 22.34 22.33 22.33
Aox, NM 94.19 94.25 94.23 94.23
Aoy, Nm 93.41 93.43 93.45 93.46
Aoz, nm 94.18 94.19 94.21 94.22
B,x108, nm=2 141.15 141.13 141.12 141.12
Byx108, nm=2 143.83 143.81 143.82 143.80
B,x108, nm=2 141.16 141.13 141.14 141.12
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A un?—1
R=—Na=-——r0 6
4 pn?+2 ©

Here N is the number of particles per unit volume; N, is Avogadro's number; u is the molar
mass; p is the density of the crystal.

Using the obtained dependences n;(4, ¢), according to formulas (3), (5) and (6), the
parameters listed in Table 1 were calculated. The calculated refractions of the RS crystals
agree well with the sum of the individual refractions of the structural elements

R(RD,S0,) = 2R(RD) + R(S0,) = 10 + 14.5 = 24.5 cm3/mol. (7)

This suggests that Rb* cations make a significant contribution (~ 41 %) to the total
refraction of the studied crystals. If we compare the crystal-optical parameters of these
crystals with isomorphic ((NH4)2SO4, LiINH4SO4, K2SO4 and RbNH4SO4), we can see that
the cationic substitution Li*— Rb* causes an increase in the Rl on average by 3-5x10-3,
shifts the position of A.x by approximately 7 nm towards the short-wavelength, and the
position of A,z — by 3 nm towards the long-wavelength parts of the spectrum. In general, it
was established that the substitution Li* - K* — NH4 —Rb* leads to insignificant changes
in Ao1, Aoz, B1 and B2 and a decrease in n; by approximately 0.02 and 0.03.

It was found that the baric increase in the absolute value of the Rl is due to a decrease
in the effective power of the UV oscillator and a shift of the effective center of the UV
absorption band to the long-wavelength region of the spectrum with a speed of
02¢i/00, =5—7 X 1073 nm/bar. If we differentiate (3), we can obtain a relation
describing the baric changes in the RI:

dn;, 1 ( 224 (dB, N 2B 22 dAg,

doy, — 2n; (A2 — A%, \do, °' ' A2 - A2, doy,
2, (dB, 2B,2%  dg, )
20, — 22\do, " °* 22, — A2do,, )|

It is considered that mechanical contact changes the forces of the oscillators, and this
causes a shift of the corresponding effective centers of the absorption bands.

In this work, changes dA,,/do,, and dB,/da,, are neglected, since the effective
center of the absorption band 4, of the studied RS crystal is located in the far-IR region
of the spectrum. Then, under the condition dn;/da,, > 0, we can write:

dAy; S _/101-(/12 - Aﬁi) dB; ()
dop, 2B;A*>  doy,

That is, by the nature of the baric changes in the RI, it is possible to establish the
nature of the changes in the oscillators, which are decisive for the refractive properties of
the crystal. In general, the anisotropy of electronic polarization corresponds to the
anisotropy of the refractive indices (ox > o, > ay) (Table 1).

We see that pressures o ~ 100 bar cause an increase in the parameter a; on average
by (1 — 3)x10-26 cm3. This value coincides with the baric changes in the volume and linear
dimensions of the sample along the direction of compression, which can be obtained based
on Hooke's law:
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(Al) = SimOm- (10)

Io

Here (Al/l,); are the coefficients of relative elongation, and s;,,, are the coefficients of the
elastic compliance tensor.

From formula (10), it is estimated that the coefficients Al/l, ~ 10~ for pressures
o, ~ 100 bar and values of s;,,, ~ 10-6 bar".

From the relation (6), we can obtain the following expression:

dR n?—-1d 6n dn
(” p) +[5 | (11)
n N

do p2n? + 2do p(n?+2)2do

which allows us to find the contributions from the terms with derivatives dp/do and on/do
to the baric changes in the refraction R;, provided that the values of n and N are constant
during the corresponding experiment. If we use the known numerical data for the RS
crystal: =267 g/mol, p~3613 kg/m3, dp/0dc = sim=0.5%x10"1° Pa™', n;=1.52 and
dn/do = 5%107% bar~!, we can obtain that the first term is approximately equal to 2x10-4
bar~1, while the second is 4.8x107* bar~'. This indicates that the geometric factor is ~ 28 %
of the total baric increase in the refraction R.

In the case of neglecting the IR oscillator, the following contributions to the baric
changes in the refractive indices can be obtained from relation (8):

on 1 e* ( A%A5 [_.ON 0f1 . 2NfAA* 04g) _
%=ﬂ'nmcg{,12—ag[ FE %]J’(AZ—A%,)Z%}‘
—003L 107 f +3. 1076520, (12)
do do

Here it is taken into account that the coefficients B; and B, have the content of
polarizabilities and are related to the oscillator strength by the following relations:

2 2
_ N01e1f1_ _ Npzezfo 13
1~ 2. % 2= 200 % " ( )
TCymy TCHm,

Here Ny is the number of active particles per unit volume, e; , and mj , — the charges and
effective masses of the oscillators, ¢y — the speed of light in vacuum. From the relation (12)
we see that the main contribution to the baric changes of the Rl is from the first term df /do.

Baric changes of the RI n;(a) make it possible to estimate the changes in the width
of the forbidden band in accordance with the Moss relation [23]:

n*E, = const. (14)
If we differentiate the last expression, we obtain:

0E 4  0On
9-__F

-y _ __r - 15
oo n 9o (15)

182 Electronics and information technologies « 2025 - Issue 30



Refractometry of uniaxially compressed Rb2S0O4 crystals

If we use the obtained values of the baric changes n; (dn/do ~ 1078 bar™' (Fig. 1),
n; ~1.5and E; ~ 4.9 eV), we can estimate the corresponding changes in the width of the
forbidden band 0E;/do ~ 1.31x107° eV/bar.

The work also analyzes the baric changes A,;, B;; and B,; based on the baric

dependences of the RI n; (o) of the studied crystals. For this purpose, the formula (3) was
differentiated, which allowed us to obtain the following relation:

dn;(4,0) ByiAg;A ABy;

— — . 16
. mE-By m 1o

It was established that the contributions from UV oscillators to the dispersion changes
n; (1) of RS crystals decrease with increasing wavelength, and a significant anisotropy of
the contributions from UV and IR oscillators was revealed. Thus, at room temperature, the
contributions to the dispersion changes n; from IR oscillators for A = 500 nm are 68.1 % (X-
direction) and 81.3 % (Z-direction). Under the action of uniaxial pressure, the contributions
from UV oscillators decrease, and from IR — increase. For example, in the spectral region
of 700 nm, in the case of increasing uniaxial load from 0 to 200 bar, the contributions from
IR oscillators increase from 63.1 % to 66.4 % (Z-direction) (Table 2). At the same time,
uniaxial pressures g, = 200 bar shift Aj; to the short-wavelength region of the spectrum
Alg, =0.8...1.5nm, Ay, = 1.3...1.9 nm.

The change in the effective oscillator strength in this pressure range does not exceed
1 %. Thus, the position of the effective absorption bands is more sensitive to the action of
uniaxial pressures than the effective forces of the corresponding oscillators. The application
of uniaxial pressures leads to a change in the contributions to the dispersion and
temperature dependences n;(4, T), and this change is not always unambiguous.

Uniaxial pressures cause an increase in contributions from IR oscillators by 2...5 %,
which decreases with increasing temperature. This behavior of contributions from IR and
UV under the action of different mechanical loads is due, first, to the baric dependence of
the optical isotropic point. It was previously shown that for different directions of uniaxial
compression, the optical isotropic point moves to a different spectral range, and its
existence in any case is determined by the competition of IR and UV oscillators. In general,
uniaxial pressures lead to a slight increase in contributions from IR oscillators, which
decreases with increasing temperature. With increasing temperature, the increase in
contributions from IR oscillators is insignificant — by 1-2 %. Uniaxial pressure g, leads to
an increase in contributions from IR oscillators by 2—5 %, which decreases with increasing
temperature.

The baric variation of the refractive indices of RS crystals is caused by structural
changes in the crystal under the action of uniaxial compression. It is known that at room

Table 2. Percentage ratio between contributions from ultraviolet and infrared
oscillators to spectral and baric changes in refractive indices of Rb2SO, crystals

o = 0 bar o = 200 bar
300 nm 500 nm 700 nm 300 nm 500 nm 700 nm
uv IR uv IR uv IR uv IR uv IR uv IR

X 888 112 414 586 213 787 843 157 394 601 202 798
Y 903 97 56.7 433 379 621 832 168 545 455 353 64.7
Z 887 113 554 446 369 631 817 183 558 442 336 664
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temperature, the crystal structure is described by the space group symmetry Pmcn. In this
phase, the tetrahedral SO, groups are somewhat distorted. The "average" spatial structure
of RS at room temperature can be represented as follows: the basic orientational unit cell
consists of SOﬁ' groups, each of which oscillates between three possible equilibrium
configurations, defined by the position of the "apical" oxygen atom. The probability of a
particular configuration depends solely on the oxygen atom's position, and the distortion of
the two nonequivalent ions differs significantly. In general, the structure of the RS crystal
in the paraelectric phase can be considered as a partially disordered state with respect to
small rotations of SO, groups, mainly around the pseudo-hexagonal X-axis [18, 24].

CONCLUSION

In the work, Rb2SOs4 crystals of good optical quality were synthesized, a
crystallographic setup was set up, and the dispersion of the refractive indices n, (1) at
room temperature for different directions of uniaxial compression with a value of g,,; ~ 100
bar was studied using the Obreimov immersion method. It was found that the dispersion
n;(1) of this crystal is normaldn/dA < 0 (), with an approach to the edge of the
fundamental absorption n; (1) it increases rapidly, and the following relations exist between
the refractive indices: ny = n, > n, and dn,/dA > dn,/dA > dn,, /dA.

The analysis of baric changes in the main refractive indices n;(a,,) of a rubidium
sulfate crystal was carried out and it was found that uniaxial pressure does not change the
character of the curves n;(4), but only the magnitude of the dispersion dn;/dA. It was
found that the baric increase in the refractive index is mainly due to a change in the
oscillator parameters (~ 72 %) due to a change in the band gap width E; and a long-wave
shift of the maximum of the ultraviolet absorption band and the density of effective
oscillators (~ 28 %) of the crystals, as well as a decrease in the effective power of the
ultraviolet oscillator and a shift of the effective center of the ultraviolet absorption band to
the long-wave portion of the spectrum.

The baric changes in the specific refraction R;, the electronic polarizability «; (for the
light wavelength 1 =500 nm), as well as the crystal-optical parameters (positions of the
effective centers of the ultraviolet and infrared oscillator bands, as well as the effective
forces of the corresponding oscillators) of Rb2SO4 crystals at room temperature were
calculated. It was found that uniaxial pressures o ~ 100 bar cause an increase in the
electronic polarizability on average by (1-3)x10-26 cm3, which coincides with the baric
changes in the volume and linear dimensions of the sample along the compression
direction. In general, the anisotropy of the electronic polarizability corresponds to the
anisotropy of the refractive indices (ax > oz > ).

Using the experimentally obtained values of the refractive indices, their baric changes,
and the band gap width, the baric changes in the band gap width aEg/aa were estimated
to be ~ 1.31x107% eV/bar.

An analysis of the baric changes in the crystal-optical parameters was carried out and
it was found that uniaxial pressures cause an increase in the contributions from infrared
oscillators by 2...5 %, which is caused, first of all, by the baric dependence of the optical
isotropic point, and also shift the position of the effective force of the ultraviolet oscillator
Ap; to the short-wavelength region of the spectrum. It was found that the position of the
effective absorption bands is more sensitive to the action of uniaxial pressures than the
effective forces of the corresponding oscillators.
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Beryn. [okasHuk 3anomneHHa (M13) n kpuctany € Woro pyHOAMEHTarnbHO
XapakKTepUCTUKOK. 3a HasIBHOCTi €eKCNepuUMeEHTanbHO OTPMMAaHOI 3 BUCOKOK TOYHICTHO
aucnepcii n(A) MoXHa BU3HAUUTK (DyHOAMEHTarbHI XapaKTepUCTUKN 3 BUKOPUCTaHHSIM
aHaniTM4HuX cniBBigHoLweHb Ans M3 B AinsHLI Npo3opocTi kpuctany.

Matepianu Ta metogn. Y poboTi cMHTe3oBaHo kpuctanu Rb2SOs BUCOKOI onTU4HOI
SIKOCTi, BCTAHOBMEHO KpucTanorpadiyHy OpieHTauilo 3a [OMOMOrol nonspusauiiHoro
MiKpockona Ta KOHOCKONIYHUX diryp, AOCMIMAXEHO AMCNEepCilo NOKa3HUKIB 3anoMIeHHS
n, (1) meTogom saHypeHHs OBpeiMoBa Npu KiMHAaTHIM TeMnepaTypi Ans Pi3HUX HaNPsSMKIB
O[JHOBICHOTO CTUCHEHHS 3 BENUYUHOIO gy, ~ 100 Gap.

Pesynbtatn. BusieneHo, wo aucnepcis n;(4) kpuctany Rb2SOs € HopmarbHOW
(0n/0A < 0), oaHOBICHUIA TUCK HE 3MIHIOE XapakTepy kpusux n;(4), a nuwe BenuumHy
avcnepcii dn;/dA. BctaHoBneHo, Wo 6GapuyHe 3pOCTaHHS MOKa3HUKa 3arioMMEHHs,
ronoBHO, 3yMOBIIEHO 3MiHOI NapamMeTpiB ocuMnATopiB (~ 72 %) 3a paxyHOK 3MiHV LUMPUHK
3a6opoHeHOT 30HM E; | LOBrOXBUIBLOBOTO 3MiLLEHHS MKCUMYMY CMYV YIibTPadioneToBoro
MOIMWHAHHA Ta TYCTMHWU edeKkTuBHNX ocuunatopiB (~ 28 %) kpuctanie. PospaxosaHo
6apuyHi  3miHM nuTOoMOI pedpakuii Ri, €NeKTPOHHOI MONSAPU30BHOCTI o, a TaKOoX
KpVCTanoonTu4Hnx napameTpiB kpuctanis Rb2SO4 3a kimHaTHOT TemnepaTtypu. BusasneHo,
LLIO OAHOBICHI TUCKN 0 ~ 100 Gap CNPUYMHAIOTL 3POCTaHHS €NeKTPOHHOT MNOMAPU30BHOCTI B
cepenHbomy Ha (1 — 3)x10726 cm®, Wwo cniBnagae 3 6GapuyHUMK 3MiHaMKU 06'eMy Ta NiHINHUX
pO3MipiB 3pa3ka B3A0OBX HaNpPAMy CTUCKaHHS.

BucHoBkn. Byno BCTaHOBMEHO, L0 OAHOOCHLOBI TUCKU NPU3BOAATb A0 30iNnblUEHHS
BHECKY Big iH(ppayepBoHMX ocuunaTopiB Ha 2-5 %, Hacamnepen u4epe3 OapuuHy
3aNeXHICTb ONTUYHOI i30TPOMHOI TOYKM. BOHWM TakoX 3MilLyIOTb MOMOXEHHS e(EKTUBHOI
cunu yneTpacpionetoBoro ocuunsaTopa Ay; y 6ik KopoTkoXBUILOBOI 06nacTi cnekTpa. 3miHa
edeKTMBHOI cunn ocuunatopa B UboMy H6apuyHoMy gianasoHi He nepesuwwye 1 %. byno
BUSIBMEHO, LLO MONOXEHHS eEeKTUBHMUX CMYr MOrMMHAHHSA YyTRMBIWI OO O4HOOCLOBUX
TUCKIB, Hi>XX ehEKTMBHI CMNK BIgNOBIOHNX OCLUNATOPIB.

Knrodyoei csioea: nNOKasHMKM 3arOMIIEHHS, OAHOBICHE CTUCKaHHSA, pedpakuia,
eneKTPOHHA MONSPU30BHICTb, LWMPUHA 3a060POHEHOT 30HN.
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