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ABSTRACT

Background. Modern intelligent systems require efficient mechanisms for analysis,
prediction, and decision-making. Bayesian networks allow for the efficient representation of
causal relationships between variables. The quality and reliability of the constructed network
directly correlate with the effectiveness of the final intelligent system.

Materials and Methods. Structural training of a Bayesian network involves determining
the structure of a directed acyclic graph in which variables are related to each other. The
quality of the structure has a decisive impact on the ability of the model to accurately
represent conditional probabilities and on the efficiency of the training algorithms and the
reliability of the model. The main problem limiting the structural learning of Bayesian
networks is the computational complexity of the model. This fundamental complexity means
that for multidimensional problems, it is impossible to perform a complete search of all
possible structures and find a global optimum. This forces reliance on heuristic search
methods and approximation algorithms and creates a constant need to balance the quality
of structure determination and computational resources.

Results and Discussion. The formalized concept of adaptive selection of algorithms for
structural learning is based on a systematic analysis of algorithm characteristics and data
properties, which allows you to choose the most suitable algorithm for a particular case,
optimize the trade-off between model quality and computational resources, and increase the
generalizability of the model in practical scenarios.

Conclusion. The proposed concept of adaptive selection of algorithms for structural
learning is a timely contribution to the field of stochastic dependence modeling. It
successfully translates the process of selecting the optimal algorithm from a routine,
heuristic, brute force method to a systematic, multivariate analysis. Its full implementation
has the potential to significantly increase the reliability, accuracy, and computational
efficiency of building Bayesian models in complex analytical domains.

Keywords: adaptive selection concept, Bayesian network, structured learning algorithm,
model accuracy

INTRODUCTION

Modern intelligent systems are increasingly used for analysis, forecasting, and
decision-making in complex multifactorial environments. In conditions of incompleteness,
uncertainty, and the presence of noisy data, Bayesian networks (BNs) play a special role,
which provides the ability to model cause-and-effect relationships between variables and
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make logical inferences. Bayesian networks are successfully used in such areas as medical
diagnostics, data analysis in bioinformatics, financial forecasts, technical diagnostics,
decision support systems, etc.

A key stage in building a BN is structural learning, which includes determining the
graph of dependencies between variables, i.e., which variables in the network are related
and in which direction the connections go. The quality of this structure has a decisive impact
on the model's ability to accurately represent conditional probabilities, on the efficiency of
inference algorithms, and on the ability to generalize. There are different approaches to
structural learning: constraint-based, score-based, and hybrid methods, each of which has
its own advantages and limitations depending on the data size, the noise level, the
presence of missing values, or expert knowledge. For example, constraint-based methods
analyze conditional independence between variables, while score-based approaches
search for a structure that maximizes a certain value function [1]. Another important
problem is computational complexity, which is the problem of structural learning that is NP-
hard even with restrictions on the parent’s number for each variable [1].

In this regard, there is a need to formalize the concept of algorithms adaptive selection
for BN’s structural learning, which would be based on a systematic analysis of the
algorithm’s characteristics (for example, time complexity, search space, sensitivity to noise,
type of variables, missing data, expert estimates limitations) and on the data properties
(number of variables, sample size, priori knowledge availability, etc.). Such an approach
will allow choosing the most appropriate algorithm for a specific case, optimizing the trade-
off between model quality and computational resources, and increasing the model’s
generalizability in practical scenarios.

Therefore, the purpose of this work is to develop a concept of adaptive algorithm
selection for structural learning of Bayesian networks based on their characteristics, forma-
lizing the criteria and parameters that determine the algorithm correspondence to the speci-
fic conditions of the problem, as well as empirical verification of the proposed approach.

The scientific novelty lies in the fact that:

1. the structured approach to the classification and structural learning algorithms
comparison by a set of characteristics is proposed;

2. the set of adaptive selection criteria is defined, which considers not only the
model quality, but also resources (time, memory), noise level, type of variables,
and missing data;

3. the solution to the adaptive selection problem of a structural learning algorithm is
proposed using the example case.

The implementation of the adaptive selection concept will contribute to increasing the effi-
ciency of building Bayesian networks in various domains with complex data conditions, redu-
cing time and computational costs, as well as increasing the reliability and accuracy of models.

REVIEW OF LITERATURE

Today, Bayesian models have become widespread and are comprehensively used in
various industries. In [2], the authors carried out monitoring and diagnostics of a multi-stage
production process using Bayesian methods. To perform medical diagnostics and differential
diagnosis based on fuzzy and partially correct statistics, the authors [3] designed a static
Bayesian network model. The authors [4-6] used probabilistic methods to model the supplier
selection procedure based on the application of stability parameters. Diinder E., Cengiz M.A.,
and Kog H. investigated the impact of constraint-based algorithms on the Bayesian network
structure quality in hybrid algorithms for medical research [7], and Ziegler V. investigated
approximation algorithms for constrained Bayesian network structures [8]. There is also a
number of studies devoted to learning the structure of Bayesian networks [9-13].

The main advantage of Bayesian networks is their robustness to incomplete, inaccurate,
and noisy data [14,15]. In such complex cases, they are able to determine the most probable
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outcome of events [16,17]. The study of the robustness of algorithms to noise (which is
critically important), the ability to work with data with missing values, and the ability to take
into account expert knowledge or a priori conditions, which are often present in practical
applications, is devoted to the work [18]. Despite the large arsenal of existing methods, the
question of adaptive selection of a structure learning algorithm for a specific task remains
open. Many works compare the performance characteristics of methods: accuracy of
structure recovery, time costs, data dimensionality, and others. For example, Scanagatta et
al. (2018) analyze approximation algorithms for structure learning for large BNs, comparing
the training time and quality of structure reproduction [19]. In the study [20], different score
functions and heuristics are compared, and the noise influence is also studied.

PROBLEM STATEMENT
For a set of events X(i),i =1, ..., N that are related, and a set of learning data

D =(dy,..,dy),d; = {xi(l)xi(z) ...xi(N)}, is given. Here, the subscript is the observation

amount, and the upper one is the variable amount, n—is the number of observations, each
observation consists of N(N = 2) variables, and each j -th variable (j = 1, ..., N) has
AW = {0,1, ...,a(f) — 1] (a(j) = 2) conditions.

Based on a given training sample, you need to build an acyclic graph connecting the
eventsets X;, i = 1, ..., N. In addition, each BN structure g € G is represented by a set N
of predecessors (P(l), v P(N)), that is, for each vertex, j = 1, ..., N, PWitisa variety of
parent vertices, such that PO < {x@, .., xMN\{xU)}. we have events X®,i = 1,...,N
that are affected by the uncertainties of a different nature. And also, we have data
describing these events.

MATERIALS AND METHODS

The BN structure is learned using search algorithms at the 4th stage of the Bayesian
network design sequence (Fig. 1a). Most of the existing methods for building the BN
structure can be conditionally divided into two categories:

e methods based on evaluation functions (search & scoring);

e methods based on the application of the conditional independence test

(dependency analysis) [21,22].

The adaptive selection concept is based on the ensemble method of selecting a struc-
tural learning algorithm that best fits the available data set (Fig. 1b). The ensemble method
in structural learning of BN is an approach that, based on the results of several structural
learning algorithms or several networks learned on the same data, allows obtaining a more
accurate final structure of the network model than that built using a single algorithm.

The main idea is that different algorithms can fall into different local optima or find
structures that are close in estimate, especially on limited, incomplete, or noisy data. The
choice is made in favour of the model that, after repeated validation and sensitivity analysis,
has the highest accuracy.

The advantages of the ensemble method are to reduce the influence of noise in the
data and randomness in the selection of the initial structure. The final model demonstrates
higher predictive accuracy. Due to the generation of structures by different algorithms, the
ensemble is more likely to cover a wider space of structure search.

The main idea of the Path Condition (PC) algorithm is to obtain a set of conditionally
independent and dependent nodes according to some statistical tests. PC checks the
statistical tests for conditional independence for all variable pairs, except for the specified
restrictions. An undirected link is added between each pair of variables in which conditional
independence was not found.
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Fig. 1. a) Scheme of the BN’s phased design, b) detailing the 5th stage “Learning the BN structure”.

The undirected graph obtained in this way is called the skeleton of the learning
structure [23]. Then, pairs of directed links are determined in such a way that they meet in
a node, and that ensure the undirected cycles absence.

The next step is to find the directions of the links, which can be obtained from the
conditional probability table. The remaining links will be arbitrarily directed, ensuring that
no directed cycles will occur. In their work, Dempster and Druzdzel experimentally
confirmed that the PC algorithm is quite robust to multivariate analysis. For comparison,
they performed a graph structure search first using the PC algorithm and then using the
Bayesian search approach [23]. Suppose we have a set of variables X = (X, ..., X;;) with
a global probability distribution over them P. We will denote by the letter 4 the subset of the
variables X. By /(4,B/C) we will denote that the sets A and B are conditionally independent
of C. The PC algorithm assumes confidence probabilities.

This means that there exists a directed acyclic graph G such that the independence
relations between the variables in X are exactly those represented in G by the d-partition
criterion [23]. The PC algorithm assumes a procedure that can recognize when /(4,B|C) is
verified (tested) on a graph G. At first, it tries to find the skeleton which underlies the
undirected graph, and in the last step, it does the edge orientation. The pseudocode of the
algorithm PC can be represented as follows:

1. Start with a complete undirected graph G'
2.i=0

3. Repeat

4. For each X € X

5. For each Y € ADJX

6. Test whether 3S € ADIX - {Y} with |S| =i and I (X, Y |S)
7. If this set exists

8. Make SXY = S

9. Remove X - Y link from G'

10. End If

11 End For

12. End For

13. i=1i+1

14. Until |ADIX| < i, VX.
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The Greedy Thick Thinning (GTT or Greedy) structure learning algorithm is described
by Cheng in [22]. GTT starts with an empty graph and repeatedly adds an edge without
creating a cycle, maximizing the marginal likelihood P(D|S) until the addition of an edge
leads to a positive increase (this is the “thickening” phase). It then repeatedly removes
edges until the removal of an edge leads to a positive increase in P(D|S) (this is the
“thinning” phase). The algorithm is quite efficient due to its susceptibility to the local maxima
trap. This is a universal method for learning the structure of a graph. The probability tables
are populated using expectation maximization [22]. The Greedy algorithm implements a
“greedy” search for the existence of possible arcs from and the attribute variable A. If all
attributes depend on the class variable, then the Bayesian network will have the structure
of an extended simple Bayesian classifier. However, the purpose of Greedy is to determine
which of these dependencies are really necessary. In addition, at each step, Greedy
extends the revealed structure of dependencies between the class variable and the
attribute variables by applying the Augmenter operator. It starts its work with an empty set
of descendants and at each step adds a new descendant that is optimal in accordance with
the value g of the network structure measure. The descendants of a node C are the
elements of the set y, and the set A contains those attribute variables that do not directly
depend on C. For each configuration of descendants y, the dependencies between the
attribute variables A are determined by an appropriately chosen Augmenter operator. The
input information for the Augmenter operator is the dependencies between the class
variable C and the attribute variables A, which are represented by the set y;_; U {X}. It
learns additional dependencies between attribute variables using a set of training data D.
Greedy selects the network that corresponds to the configuration of descendants A with the
largest value of the quality function g. The pseudocode of the GTT algorithm can be
represented as follows:

Greedy (D, q, Augmenter)

1. y < 0 { a set of variables that depend on a class variable }

2. L«A={4,,...,4,_1} { a set of variables that do not depend on a class
variable }

3. § « —oo { the highest value of the quality measure }

4, for i=1,...,n—1 do

5. Choose the attribute A € 1, that maximizes the quality measure
q(B,D), for the network B «<Augmenter(y U {4},A\{4},D,q)

if q(B,D) > § then

BB

q < q(B,D)

9. y<yu{4}

10. A« A\{4}

11. return

0 N O

The Naive Bayes network structure learning algorithm is a structure learning method
that is included in the category of structured learning algorithms only because it creates the
structure and parameters of a Bayesian network directly from the data. The structure of a
Naive Bayes network is not learned, but rather fixed by the assumption that the class
variable is the sole parent of all remaining functional variables, and there are no other
connections between the nodes of the network. The Naive Bayes structure assumes that
the functions are independent of the class variable, which leads to inaccuracies. The
pseudocode of the Naive Bayes algorithm can be represented as follows:

Class-Depend (S,y,D)

1. S5
2. for each variable y; Ey do
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3. Add a directed arc (C — y;) to the network structure S
4. return$

The operation of the Naive Bayes Tree-Augmenter (TAN) algorithm is described by
Friedman in [24,25]. The Tree Augmented structure learning algorithm starts with a Naive
Bayes structure (i.e., one in which the class variable is the only parent of all remaining
object variables) and adds a relationship between the feature variables to account for the
possible dependency between them due to the class variable. The algorithm restricts only
one additional parent of each feature variable (except for the class variable, which is the
parent of each feature variable). Note that the Naive Bayes structure assumes
independence of the feature from the class variable, which leads to inaccuracies when they
are not independent. The TAN algorithm is simple and has been found to perform reliably
better than Naive Bayes. The pseudocode of the Tree Augmented structure learning
algorithm can be represented as follows:

Tree-Augmenter (D, q, Augmenter)

G0

for each pair of variables {A;,A;} €y UA such that A; # A; do w;; « I, (4;4;)
add an undirected arc (A; —A4;) to the graph G

T « Maximum — Spanning — Tree(G,w)

Order the arcs of an undirected tree T, by choosing one node as the root
and setting the directions of all arcs from it. Then transform it into a
Bayesian structure S.

6. B « Class — Depend(S,y,D)

7. return B

v h w N

The Augmented Naive Bayes (ANB) structure learning algorithm is a semi-scientific
structure learning method based on the Bayesian search approach. The ANB algorithm
starts with a Naive Bayes framework (i.e., in which the class variable is the sole parent of
all remaining feature variables) and adds a link between the feature variables to account
for possible dependency between them due to the class variable. There is no limit to the
number of additional connections included in each of the feature variables unless imposed
by one of the algorithm's parameters. Note that the Naive Bayes framework assumes that
the features are independent of the class variable, which leads to inaccuracies when they
are not independent. The pseudocode of the ANB algorithm can be represented as follows:

ANB (D, q, Augmenter)

1. y < 0 { a set of variables that depend on a class variable }

2. L«A={A,,...,4,_1}. {a set of variables that do not depend on a class
variable }

3. § « —oo {the highest value of the quality measure }

4, for i=1,...,n—1 do

choose the attribute A € A, that maximizes the quality measure q(B,D),

for the network B «Augmenter(y U {4},{4},9,D)

if q(B,D) > G then

B<B

q < q(B,D)

9. y<yu{4}

10. 1 < A\{4}

11. return

ul

0o N O

Fig. 2 presents the results of designing Bayesian network models using five structured
learning algorithms.
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Fig. 2. Bayesian network models built using the algorithm: a) PC, b) ANB, c) TAN, d) GTT, e) NB.

RESULTS AND DISCUSSION

We will consider the implementation of the concept of choosing a structural learning
algorithm that best fits the available data using the research example in [26]. This research
concerns the modelling of investments in the transport sector and is best suited for
experiments on selecting the best structure learning algorithm. Conceptual model of a
Bayesian network for calculating the dependence of GDP growth of Ukraine on the volume
of investments in the transport sector is shown in Fig. 3.

The volume of capital
investments in land and
pipeline transport Xz

Volume of capital
investments in water
transport Xz

Volume of capital
investments in postal and
courier services Xs

Volume of capital
investments in air
transport Xz

Volume of investments
in agriculture Xy

Fig. 3. Conceptual model of a Bayesian network for calculating the dependence of GDP growth of Ukraine on
the volume of investments in the transport sector [26].

At the first stage of BN design in the GeNie2.3, we take the initial type of nodes to be
General, each node has 5 states from s, to s5. The following macroeconomic indicators for
a period of 5 years were taken as experimental data to calculate the dependence of
Ukraine's GDP growth on the volume of investments in the transport sector:
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e x; — the volume of investments in land and pipeline transport in actual prices;

e x, —the volume of investments in water transport;

e x3 — the volume of investments in air transport;

e x, — the volume of investments in warehousing and auxiliary activities in the

transport sector;

e x5 —the volume of investments in postal and courier activities.

The set of available data can be divided into two sets: 16 measurements is learning
sample A, 8 measurements is test sample B [26].

At the first stage, we designed a structural model using the algorithms presented in
the GeNie2.3. Fig. 4 shows the first 3 algorithms that were applied to the available data:
these are PC, TAN i ANB.
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Fig. 4. Bayesian network models built using the algorithm: a) PC, b) TAN, c) ANB.

Similarly, structural models were built using the Bayesian search and Greedy
algorithms. Then, the primary parameterization and validation of each network were
sequentially carried out. As a result of the experiment on the structural learning method
selection, five Bayesian networks were obtained, each of which consists of 6 nodes. After
parametric learning, the primary validation of each network was carried out. Among the
designed networks, using different structural learning algorithms, we select the network
that meets the requirements for accuracy and adequacy of the model. The Greedy
algorithm turned out to be an adequate method when working with the existing data set.
The selection results are presented in the Fig. 5.
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Fig. 5. Selection of the structural learning method [26].

Fig. 5 shows the results of the validation of five Bayesian network models built using
five structured learning algorithms. We see that the three algorithms TAN, Greedy, and PC
have the highest accuracy, so we will continue to work with them, and we discard the others.
At the next stage, the type of all nodes was changed to Noisy-MAX with four states s; ... s,.
This may slightly increase the computational complexity, but such a replacement helps to
improve accuracy. The fact is that when the model is small and has a small number of nodes
and arcs, the increase in computational complexity will be minimal, so in the case of small
models, replacing the GENERAL node type with the Noisy-MAX node type is quite justified.

We have three network models, the most adequate, built using the TAN, Greedy, and
PC structural learning algorithms; the data file remains unchanged. We conduct re-learning
of parameters, re-validation, and sensitivity analysis. The accuracy comparison is shown
in the Fig. 6.

The accuracy of the result in this case corresponds to the accuracy of forecasting the
category of growth of the country's gross domestic product, depending on the volume of
investments in the transport sector.
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Fig. 6. Overall accuracy of the network and accuracy of the result after: a) primary and b) revalidation.
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CONCLUSION

For the investment modelling problem with a critically small sample size (N = 16), the
Greedy algorithm, as a score-based heuristic, turned out to be the most adequate, which
indicates its advantage in combating overtraining compared to algorithms that rely on
statistical power, such as PC. Further introduction of strong prior assumptions at the
parametric level using Noisy-MAX nodes led to an increase in the overall accuracy of the
network from 60.42% to 63.89%, confirming that the parametric knowledge inclusion is an
important criterion for an adaptive approach in the data absence.

The proposed concept of adaptive selection of Bayesian network structural learning
algorithms is a timely contribution to the field of stochastic dependence modeling. It
successfully translates the process of selecting the optimal algorithm from routine,
heuristic, brute force to systematic, multivariate analysis. Its full implementation has the
potential to significantly improve the reliability, accuracy, and computational efficiency of
BN construction in complex analytical domains.
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KOHUENUIA AOANTUBHOIO BUBOPY AJIITMOPUTMIB CTPYKTYPHOI'O
HABYAHHA BAUECIBCbKUX MEPEX HA OCHOBI IXHIX XAPAKTEPUCTUK

Mapisi BopoHeHko 0O
HauioHanbHul yHisepcumem «OdecbkKa rnosnimexHikay,
npocnekm LLlesyerka, 1, m. Odeca, 65044, YkpaiHa

AHOTALIA

Bctyn. CyyacHi iHTenekTyanbHi cuctemu noTpebytoTb eEKTUBHMX MEXaHI3MIB aHani3y,
NPOrHo3yBaHHA Ta MNPUUHATTA pieHb. BaneciBcbki Mepexi [03BONAIOTb €dEKTUBHO
npeacTaBnATU NPUYMHHO-HACTIIAKOBI 3B'A3KM MiXK 3MIHHUMM.

Matepiann Ta wmetoam. CTpyKTypHE HaB4aHHA O6aneciBCbKOi Mepexi BKIoYae
BM3HaYeHHS CTPYKTYpU OPIEHTOBAHOIO aLuKIivyHOro rpada, B SKOMy 3MiHHi NOB'A3aHi MixX
coboro. AKICTb CTPyKTypM Mae BWpIlIANbHUMMA BMAMB Ha 30aTHICTb MoAeni TOYHO
npeacTaBnaTU YMOBHiI MMOBIPHOCTI | HA €PEeKTUBHICTb anropMTMiB HaBYaHHS Ta HagNHICTb
mogeni. OcHoBHOK npobremoto € obuncnoBanbHa cknagHicte mogeni. Lle o3Havae, wo
Anst 6araToBUMIpHUX 3a4a4 HEMOXXIMBO BMKOHATW MOBHUIA NOLUYK YCiX MOXIMBUX CTPYKTYP,
i 3HarTK rnobanbHu onTuMymMm. Lle 3MyLuye noknagaTmuca Ha eBPUCTUYHI METOAM NOLLYKY Ta
anropuTMn anpokcuMallii i CTBOpIOE NOCTiNHY NoTpeby B 6anaHcyBaHHi SKOCTi BU3HAYEHHS
CTPYKTYpu Ta 064ncnoBanbHMX pecypcis.

PesynbTaTtun. KoHuenuig agantmeHOro Bubopy anroputmis AN CTPYKTYPHOIO HaBYaHHSA
6a3yeTbCa Ha CMCTEMATUYHOMY aHarni3i XxapakTepucTuK anroputMy Ta Ha BacTMBOCTAX
OaHuX, Lo A03BONSE BUOpaTH HAMOINbLU NiAXOASAWMNA anropyuTM 4111 KOHKPETHOIO BUMNALKY,
ONTMMIi3yBaTN KOMMNPOMIC MiX SIKICTHO MOA€ENi Ta 06YMcnioBanNsHUMK pecypcamu, NiaBULLUTI
y3aranbHIBaHICTb MOAenNi B MPaKTUYHUX CLEeHapisX.

BucHoBkKW. 3anponoHoBaHa KOHLENLisi aganTUBHOrO BUGOpY anropuTMiB CTPYKTYPHOTO
HaBYaHHA MepeBoAWTb Mpouec BUOOPY ONTMMAnNbHOrO anropuTMy 3 PYTUHHOrO,
€BPUCTUYHOrO MeTofy rpy6oi cunn Ha cucTemaTuyHWiA, 6araToBUMIpHWIA aHania. [i nosHa
peanizauis Mae noTeHuian AnNA 3HAYHOro NIABULIEHHS HAAIMHOCTI, TOYHOCTI Ta
obuncnioBanbHOi  ePeKTMBHOCTI NoOyaoBu baneciBCbkMx Mogene y  CKagHuUx
aHaniTMyHMx obnacTax.

Knro4oei cnoea: koHuenuis agantueHoro Bubopy, balieciBcbka mepexa, anroputm
CTPYKTYPHOIO HaBYaHHS!, TOYHICTb Mogeni.
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