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ABSTRACT

Background. Automation of analytical report generation in industrial companies is
gaining strategic importance due to the variety of document formats, increasing data
volumes, and growing requirements for the rapid generation of multi-component analytical
materials. Traditional ETL pipelines cannot cope with the complexity of modern information
flows, especially when machine learning (ML), large language models (LLMs), and agent
systems are integrated into the process. Due to the rapid progress of code generation and
autonomous agent capability to perform complex analytical procedures, the task of
automatically constructing reporting pipelines is becoming increasingly promising and
scientifically sound.

Materials and Methods. An evolutionary model for constructing algorithms for
processing consolidated reports based on genetic algorithms (GA) is proposed. For report
generation, the algorithm defines a pipeline for constructing a visual component. The
population grows as a tensor, enabling parallel evolution of a set of independent workflows.
The operations are classified into four groups: ETL, ML, LLM, and VIS. The fitness function
evaluates the constant length of the pipeline, the coverage of key types of operations, and
their structural consistency.

Results and Discussion. Experimental results have shown that GAs rapidly evolve from
random NOP-dominated structures to stable, logically consistent, and functional pipelines
with a duration of 10-14 operations. The best chromosomes formed three full-fledged visual
components: a predictive regression model, semantic clustering represented by
embeddings, and a categorical diagram. This evolutionary pattern confirms that combined
pipelines can be built automatically and adaptively, and the increase in the complexity of
operations in the “meaning” space, which is the vector space of embedding, along with the
development of code generation and agent architectures.

Conclusion. The proposed model demonstrates an effective mechanism for automated
synthesis of multi-visual reports based on evolutionary pipelines. The method's prospects
grow with the development of Al agent systems and the increase in the number of operations
in the content space, which paves the way for a complete system of autonomous analytical
reporting of a new generation.
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INTRODUCTION

In modern information ecosystems, where industrial companies operate with large
volumes of heterogeneous data, there is a growing need not only for the automation of
analytical processes, but also for sustainable approaches to optimizing consolidated data
(CD) processing. The sustainability of algorithms refers to their ability to remain effective
as formats change, workload increases, data sources expand, and business requirements
evolve [1-2]. CD processing includes extraction, transformation, semantic structuring, and
information integration that requires adaptive intelligent mechanisms capable of
maintaining long-term stability, minimizing costs, and ensuring scalability in dynamic
environments [3].

In this context, a combination of ML methods and GAs proves to be effective. In
AutoML systems, GAs are successfully used to optimise hyperparameters, select models,
create and reduce pipelines, and dynamically adjust their structure [4-7]. Due to the ability
of evolutionary algorithms to search for optimal configurations in large solution spaces, their
integration into industrial report processing tasks looks natural and promising. They will not
be able to build evolutionary-adaptive pipelines that maintain system stability, adapt to the
emergence of new formats, and minimise operational costs [8].

In conditions of a global economy, industrial and commercial enterprises interact with
a wide network of suppliers and customers. It generates complex and highly variable data
flows. Data comes in hundreds of disparate formats such as spreadsheets, PDFs,
presentations, graphical reports, scanned forms, and hybrid structures. Usually, they vary
significantly in terms of language, structure, and content. Automating such processing
becomes a critical task to ensure consistency and quality of corporate analytics. Current
research demonstrates the effectiveness of using LLMs, vector and graph databases [9-
11], multi-agent systems [12-13], ML, deep learning (DL), and reinforcement learning (RL)
methods [14-16], as well as evolutionary and GAs [6-7, 17] for optimizing ETL pipelines
and analytical processes.

A separate research direction involves combining LLM with vector databases to
enhance the quality of semantic search, classification, and context analysis [9]. Other works
emphasise the potential of graph databases in combination with multi-agent architectures
for implementing multi-step logical inference [13]. Research on optimising ETL processes
using ML/RL suggests the possibility of dynamically adapting pipelines, detecting
anomalies, and automatically selecting transformations [16, 18].

Considerable scientific interest is also associated with the role of LLMs in performing
analytical operations in the “meaning space.” The work [19] demonstrated that LLMs are
capable of performing interpretive, logical, statistical, and arithmetic operations without the
use of hard-coded algorithms, operating on data in the semantic (“meaning”) space. This
opens opportunities for building flexible, dynamic exploratory data analysis (EDA)
processes without predefined pipelines, which is especially important in conditions of a
wide variety of report formats and changing requirements.

Despite these advances, industrial reporting systems face several unresolved
challenges:

1. A growing variety of formats, over a hundred or more;

2. The need to simultaneously extract transactional, contextual, and semantic

data;

3. High demands on accuracy, consistency, and robustness of etl processes;

4. The need to generate new reports with different types of visualisations;

5. The need for adaptive pipeline evolution in response to the dynamics of formats

and business requirements demanded in the market.

A particular problem is the high cost and instability of real experiments in an industrial
environment. Testing different combinations of ETL operations, ML/LLM modules, and
pipeline structures requires significant resources and time, and can lead to quality losses
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or failures in productive systems. Therefore, there is a need for preliminary modelling using
a simulation environment that allows for evaluating the effectiveness of various
configurations without their physical implementation.

In this context, GAs are a natural tool for modelling, optimizing, and adaptively evolving
report processing pipelines. Their strength lies in the fact that:

1.  ETL, ML, and LLM operations can be represented as genes, and the pipeline as

a chromosome.

2.  GAallows for minimizing the number of operations while maintaining or improving
the quality of the results.

3. GAs provide the search for the optimal sequence of operations according to
contextual variables and requirements such as accuracy, time, resources, quality
of the final report, required visuals, and others.

4. GAs allow for simulation of the system before its actual implementation and
deployment, reducing risks and costs.

5. GAs naturally adapt to the emergence of new formats and new types of
operations.

As mentioned, GAs are successfully used in AutoML systems, so there is a reasonable
scientific expectation that, in the context of the current task, with the extraction of
transactional, contextual, and semantic data from heterogeneous reports, the application
of GAs will be extremely effective. The integration of LLM approaches in the semantic
space [19], multi-level storage systems which include SQL, VectorDB, and GraphDB, multi-
agent architectures, ML/DL/RL modules, and GAs forms the foundation of a new paradigm
- an evolutionary-adaptive system for sustainable optimization of CD processing algorithms
which can automate processing of industrial reports.

Recent advances in code generation using LLMs have significantly expanded the
capabilities of automated data-processing systems, enabling dynamic construction of
ETL procedures, semantic extraction modules, and visualization logic directly from
natural-language specifications. State-of-the-art models such as Codex, CodeT5, GPT-
4 and Llama-3 have demonstrated near-human performance in generating reusable
and semantically consistent code components for data analytics workflows [20-22].
Scientific studies show that LLM-driven code generation not only accelerates pipeline
development but also improves modularity, reproducibility, and correctness through
learned structural patterns and contextual reasoning [23]. When applied to automated
reporting, code-generating models create flexible and adaptive procedures for parsing,
embedding, aggregating, storing, and visualizing data, enabling rapid reconfiguration
of workflows in response to new report formats or analytical requirements. Thus, now
it no longer makes sense to program all technological operations in advance and after
serving them.

Simultaneously, agentic Al systems have emerged as a powerful paradigm for
orchestrating multi-step analytical processes. Research demonstrates that multi-agent
architectures, comprising planning agents, reasoning agents, tool-using agents, and code-
executing agents, achieve superior performance in complex, multi-stage tasks such as
document analysis, information synthesis, and dynamic pipeline construction [24-25].
Agentic systems benefit from autonomous task decomposition and iterative refinement,
allowing agents to negotiate, supervise, and correct one another, thereby reducing error
propagation and increasing robustness. When applied to automated report generation,
agentic Al can coordinate the entire lifecycle: ingesting documents, selecting
transformations, generating executable code, validating results, and producing narrative
and visual outputs.

Before constructing a fully autonomous agentic pipeline, it is essential to first identify
the optimal algorithmic structure for the report-building workflow. Agentic systems rely on
a predefined space of tools and capabilities. If this space is suboptimal, redundant, or
contains low-quality operations, the agents will form inefficient or even failed workflows.
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Scientific evidence shows that agent-based systems are highly sensitive to the structure
of available operations, often suffering from combinatorial explosion and suboptimal
planning when the action space is not pre-optimized [24]. Therefore, determining the
optimal algorithm, through GAs, evolutionary search, or analytical design, ensures that
the agentic system operates within a validated, minimal, high-quality set of operations,
maximizing performance and sustainability. Only after this optimization step, agentic Al
can reliably construct scalable, interpretable, and efficient multi-visual report generation
pipelines.

MATERIALS AND METHODS

Modern industrial companies support reports from numerous suppliers and customers
in hundreds of disparate formats that differ in structure, data types, language, context, and
semantic relationships. Those reports contain different types of CD, such as transactional,
contextual, and semantic. This needs to be properly extracted, transformed, and integrated
into the appropriate SQL, VectorDB, and GraphDB repositories, respectively. The growth
in the number of formats, the dynamic nature of changing business requirements, and the
need for scalability create a demand for continuous, sustainable optimization of CD
processing processes.

In real industrial conditions, testing all possible combinations of ETL, ML, and LLM
operations is extremely expensive, risky, and unsustainable: it requires significant time and
computing resources, can disrupt productive processes, and lead to data quality losses.
Therefore, the primary task is to create a simulation model that allows for virtually exploring
and optimising data processing pipelines before their physical deployment. The most
suitable tool for such optimization is GAs. Thanks to the evolutionary operators of selection,
crossover, and mutation, GAs can effectively explore a large space of possible processing
configurations and find stable and minimally complex pipeline variants.

Formalization of the problem

The data processing and analytics pipeline is shown in Fig. 1. Users can provide input
reports in various formats, such as PDF, XLSX, databases, and APIs containing raw data
to the pipeline. An algorithmic workflow processes the data through multiple stages: 0,, O; ,
0; and 0, , extracting insights and transforming it. The system integrates data from multiple
storage systems, including SQL databases, VectorDBs, and GraphDBs, ensuring
compatibility with various data formats.

D & Define
output ~~~
Algorithm

(pipeline) Yy User
07 ). 0,’& < 0_> 0y
) A

‘ Analytics
o S

m VectorDB GraphDB

Fig. 1. Report generation approach.

Reports
( *.pdf, *.exls, etc. )

A user defines the desired outputs as visual components, which determine the
analysis scope, metrics, and visualizations in the report. Based on these preferences, the
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processed data is transformed into tailored analytics outputs, such as visual charts or
custom reports.

This architecture supports flexible processing, allowing dynamic user-driven
customization of outputs and efficient multi-database integration. It is particularly useful for
applications where decision-making relies on consolidated, processed insights from
diverse and complex datasets and for automation based on an Agentic Al or multi-agent
approaches.

Let the industrial report processing system be constructed as an evolutionary-adaptive
algorithm A, consisting of an ordered set of operations:

A = {04,0;,...,01}, 0;€0, )

where O is the universal set of all possible operations (ETL, ML, LLM, Visualization).
Each operation is defined as:

0; = (t;,6;, D)), (2)

where: t; is type of operations (ETL, ML, LLM, Visualization); 8; — parameters of
operations; D; = < 0 X O — a set of dependencies (pre- and post-conditions).

There are three main types of dependencies in CD processing: structural, semantic,
and functional. In case of structural dependencies, an operation o; may only be executed

after the other operation o;, for example 0; < 0; . Formally:
Yo; € A:Pre(o;) S A. 3)
The operation o; requires semantic entities produced earlier:
Entities(o;) S U;<; Output(o;), (4)

Example: “LLM summarization” depends on “context normalization”, which depends
on “Entity extraction”.
Operation o; may require a specific type of input:

Typeln(o;) = TypeOut(o;). (5)

Example: “ML classification” requires embeddings produced by a “vectorization
operation”.

Therefore, a CD processing algorithm A is valid when the conditions (3), (4), and (5)
are met simultaneously. Thus, GA evolves not arbitrary sequences but structurally valid
algorithms.

The context of a document ¢ € C constrains which operations may be applied:

0. ={o € 0 | Applicable(o,c) = 1}. (6)

Example of context-dependent operations:

e if adocumentis in Chinese — translation “+” multilingual normalization required;
e If PDF — OCR and structural extraction are required;

If it contains graphical tables — table reconstruction is needed.

Thus: 4, € O..

Data transformation through the algorithm A is defined as:
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Xo=1 € R Xip1=0;(Xp); Xp=A). 7)

Required outputs: transactional data T(r), contextual embeddings V(r), and
semantic graph G (7). Algorithm correctness condition T'(r), V (1), G (r) #Q:.
The optimization objective of the fitness function with dependency penalties is:

F(A) = B1E(A) + B2L(A) — B3Q(A) — B4S(A) + BsD(A), (8)

where: E(A) is number of operations, L(A) — latency/compute cost, Q(A) — extraction
quality such as accuracy, recall, and consistency, S(A4) — sustainability/adaptiveness, D (A4)
— dependency violation penalty. Penalty:

D(A) =2 - |{o; € A | not Valid(0;)}|, 9)

If the algorithm satisfies all dependencies, it will be 1, otherwise 0. Therefore, algorithm
validity, using (3), (4), and (5), is being calculated:

Valid(A) = Ni_,[Pre(o;) S {04,...,0_1}] A [TypeIn(o;) = TypeOut(o;_;)]. (10)
Finally, the optimization objective:
Ax=arg minpep, .. F(A). (11)

The goal is to find and evolutionarily optimize a data-processing algorithm, which
emulates a report processing pipeline, that satisfies all structural, functional, and semantic
dependencies between operations while minimising the number of operations and
computational cost, maximizing the extraction quality of transactional, contextual, and
semantic data, and maintaining adaptability to new report formats.

Sets of operations for experiments

Defining sets of ETL, ML, LLM, and visualization operations is essential for building a
formal, managed, and optimized report processing process. When a system receives
heterogeneous reports, it must know what transformations to perform: what data to parse,
what embeddings to create, how to aggregate, and where to store the information. A clear
separation of operations allows building scalable pipelines that support three data types:
transactional (SQL), contextual (VectorDB), and semantic (GraphDB). It also provides
automatic selection of ML, LLM, and visualization components and optimization of their
sequence using GAs. Examples of operations are shown in Table 1.

The global operation space can be described as:

0 = Ogr, VU Oy VU O M VU Oys, (12)

where: Ogr; are operations for loading, converting, merging and storing data; Oy —
operations for statistical and machine learning; O;; — semantic, linguistic and reasoning
operations; Oy;s — operations for building reports and visualizations.

Combined operation space is a unified space of all possible operations that a system
can use for automated report processing. It combines four large classes: ETL, ML, LLM,
and Visualization. Each operation performs a specific function such as parsing, cleansing,
aggregation, classification, semantic extraction, text generation, or visualization of results.
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Table 1. Sets of used operations in experiments

Operation Functionality Samples
i Input, upload . .
ing ) )
05 and ingestion UploadFile, DownloadFromAPI, IngestEmail, FetchFTP
Qparse Parsing and PDFParse, OCR, TableDetection, ExcelParse,
ETL extraction CSVParse, ImageToTable, HTMLParse
onorm Data CleanText, NormalizeNumbers, Deduplicate,
ETL normalization  FixEncoding, DateNormalization, CurrencyNormalization
0299 Data aggregation JoinRecords, MergeSources, GroupBy, Summarize,
ETL and fusion Pivot, Unpivot
QEEr Data storing StoreSQL(T), StoreVectorDB(V), StoreGraphDB(G)
oreqd Data reading ReadSQL, ReadVector, ReadGraph
e DocumentTypeClassifier, AnomalyClassifier,
clas
Omr ML classification SupplierCategoryClassifier
: PredictMissingValues, ForecastQuantities
reg y y
Oms s e e CostRegression, DeliveryTimeRegression
Olf,,l,f‘“ ML clustering ClusterReports, ClusterSuppliers, ClusterContentTopics
Embedding- . e .
emb
OumL based ML ComputeEmbeddings, SemanticSimilarity, NNRetrieval
Qreason ungzgtaar:éﬁn SemanticParsing, Logicallnference, MultiHopReasoning,
LLM ing ConstraintValidation
and reasoning
09en Summarization ShortSummary, DetailedSummary, ExecutiveReport,
LLM and generation NarrativeGeneration
pextract Information EntityExtraction, RelationExtraction, AttributeExtraction,
LLM extraction Schemalnduction
; Translate, NormalizeTerms, Rewrite, CleanNoise
trans ) ’ ) )
OLLm S BT ContextualRewriting
LLM-TableReconstruction, LLM-DataValidation, LLM-
etl ’ )
OLLm R frer BV SQLQueryGeneration
O{}fssic Basic charts BarChart, LineChart, PieChart, Histogram, ScatterPlot
0adv Advanced Heatmap, Sankey, GeoMap, TimeSeriesForecastPlot,
VIS analytics visuals CorrelationMatrix
onarr Narrative ChartExplanation, NarrativeAnalytics, LLM-
VIS visualization GeneratedReport
NOP No Operation NOP

Combining these sets into a single space O allows:

semantic (GraphDB).

to consider any operation as a gene in the pipeline chromosome;

to build flexible, adaptive, and diverse pipelines;

allow the GA to freely combine and optimize different types of operations;

provide support for all data types: transactional (SQL), contextual (VectorDB), and
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Thus, the combined operation space is a foundation that utilizes all the transformation
capabilities that the system can perform on data. Thus, for example, the combined
operation space can be defined:

0 =09 UOPEe U o™ U 0299 U 05597 U Oy U Opppy U Oy, (13)

Every element O can be gene in a chromosome, forming an executable pipeline.

General model of operation
Each operation should be formalized within a unified operational specification suitable
for LLM, ML, ETL, and Visualization classes. Thus, an operation is described as:

o = (id, type, Xin, Xout, 0, C, Dep), (14)

where: id is unique transaction identifier; type — class of ETL, ML, LLM or VIS; X;,, — type
of input data; X,,; — type of output data; 8 — operation parameters; C — contextual
execution conditions and Dep — depending on other operations.

Prepare GA for experiments

Encoding operations and chromosome structure. Each operation from the combined
operation space (ETL, ML, LLM, VIS) is encoded as a gene, represented by a unique
integer or symbolic token:

0; > g; €EZ, (15)

where X' is the operation alphabet.
In the classical formulation of evolutionary pipelines, a chromosome is represented as
a single linear sequence of operations:

pP= [gligZ' "'!gL]' (16)

where each gene corresponds to a transformation step in a pipeline.

Because different pipelines may require different numbers of operations, we use a
fixed-length chromosome. A fixed length L guarantees comparability among individuals and
stable crossover or mutation behaviour. To allow variable-length logic within a fixed-length
chromosome, unused positions are filled with a NOP gene:

NOP(X) = X. (17)

The NOP operator allows the GA to simulate shorter pipelines within a fixed-length
representation, supports incremental growth of solutions, and prevents destructive
crossover.

However, this representation encodes only one computational workflow, suitable for
generating a single analytical output (one visualization or one analytical component). In the
context of automated report generation, a user typically requires multiple analytical outputs
simultaneously, such as n different charts, KPIs, summaries, embeddings, graphs or
others. Each of these outputs must be built by a distinct computational pipeline, possibly
sharing some operations but often diverging after early stages. Therefore, a single linear
chromosome is insufficient.

Typical document-processing pipelines include from 20 to 50 operations, depending
on operational diversity. A single pipeline builds only one analytical output, but real reports
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require multiple independent visuals. In this case, the chromosome must be represented
as a matrix of size L x n. Consequently, the GA population (Fig. 2) becomes a tensor
M x L X n, enabling simultaneous evolution of multiple pipelines under shared constraints:

Pe Ran, (18)

where: L is max pipeline length (50 operations per one visual or analytical component), n
— number of requested visuals or analytical components, each column P; ; encodes one

full algorithmic pipeline for visual j.

110
ot
00
2
o
L - stages in one
algorithm (pipeline)
h . .
Visual component is an
L J algorithm (column) in 2D
Rl chromosome

n - visual components

Fig. 2. Structure of a chromosome.

With matrix chromosomes, the population is no longer a 2-D matrix (population size x
genome length). It becomes a 3-dimensional tensor:

PERMXan, (19)

where: M is population size, L — pipeline length per output, n — number of independent
visuals.

The proposed chromosome’s structure considers:

e Multi-objective report generation. A report with n visuals is not a single-objective
optimization problem but a multi-pipeline multi-objective system. Each visual
requires a different data-processing workflow.

e Preservation of algorithm (pipeline) independence. Encoding all visuals in a single
vector would mix operations across visuals and destroy semantic locality. Matrix
representation preserves the independence of pipelines.

e Parallel evolution in a shared context. Early operations such as parsing, OCR, and
aggregations may be shared, while later stages such as special aggregations, ML,
LLM, or visualization diverge. Matrix form allows partial sharing naturally.

e Tensor representation enables proper genetic operators. Mutation and crossover
can be applied, such as column-wise (per visual), row-wise (per pipeline depth),
and block-wise (submatrix crossover).

e Scalable and sustainable optimization. Industrial reports frequently contain 10-20
visuals, avoiding redundant computation and ensuring consistency.

The initial population is created using heuristic seeding. We assume that a subset of

10-20% of the population is initialized using heuristically valid partial pipelines:

e parsing — normalization — embedding — ML/LLM — storage;
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e OCR — table reconstruction — aggregation — storage;

e parsing — LLM extraction — graph building.

This accelerates convergence.

Some individuals are initialized with many NOP genes and a small number of
operations inserted in valid positions. This encourages smooth evolutionary growth from
simple to complex solutions.

RESULTS AND DISCUSSION

The proposed GA was evaluated through controlled simulations designed to model
the automated construction of multi-visual analytical reports. Due to the limited quantity of
the prepared operations, we cannot allow the use of a large population. Thus, the
experiment used a population of 40 matrix-encoded chromosomes, each representing a
set of three parallel pipelines (one per visual) with a maximum depth L = 30 of operations.
Thus, each chromosome formed a tensor-shaped individual of size 30 x 3, while the entire
population spanned a tensor of size 40 x 30 x 3. Such representation enabled the
simultaneous evolution of multiple workflows required for multi-visual reporting, which
cannot be encoded in a classical one-dimensional chromosome.

Fitness function evaluation

The GA was executed for 50 generations. Fitness was calculated per visual using a
function that rewarded: sustainable pipeline length (~10 operations), presence of ETL, ML,
LLM, and VIS categories, and overall completeness of the workflow.

For each individual, the fitness is computed per visual (per column) and then summed
across visuals:

Nyis
F(P)=v = Z £(P). (20)

v=1

Example of calculations for one visual component:

f = —leffectiveiengen — 10 | + 3 - hasgry, +
+2-hasy, +2-has_LLM + 4 - has_VIS.

As is seen from the provided example, we expect approximately 10 operations in the
pipeline as an effective length. GA optimization dynamics (Fig. 3) show rapid improvement
during the first 10 generations, followed by gradual stabilization.

32t

N
oo

Fitness

N
[=2]

221 Best fitness
Average fitness
0 10 20 30 40 50
Generation

20

Fig. 3. Fitness function estimation.
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The best fitness converged at 33, while the population mean stabilised around 26.
This indicates that the GA successfully moved from sparse, primarily NOP-heavy pipelines
toward meaningful multi-stage workflows, combining ETL, ML, LLM, and VIS operations.

Pipeline length distribution
Fig. 4 shows the distribution of effective pipeline lengths for the final generation. The
population converged around 10-14 operations per pipeline, which aligns with the
sustainability objective encoded into the fitness function.
50}

40t

301

Count

20t

10

6 5 10 15 20 25 50
Effective pipeline length (non-NOP operations)

Fig. 4. Pipeline length distribution.

Pipelines shorter than 6 steps lacked analytic capability, while pipelines longer than
15 steps accumulated penalties due to inefficiency. The GA thus demonstrated an
emergent preference for compact, interpretable, resource-efficient pipelines.

Pipeline decoding
The best-performing chromosome consisted of a 30x3 matrix, in which three distinct
pipelines were evolved. Each pipeline included a mixture of:
e ETL steps: parsing, normalization, and table extraction;
e ML operations: classification, embedding computation, regression, or clustering;
e LLM methods: semantic parsing, summarization, and textual reconstruction;
e Visualization components for final chart generation.
Decoding the matrix revealed three semantically coherent workflows:
e visual 1: ETL - ML — LLM — VIS, suitable for KPIs and trend analysis;
e visual 2: ETL - ML — LLM — VIS, producing semantic cluster views;
e visual 3: ETL — LLM — VIS, producing narrative-style or categorical summaries.
The existence of all four operation classes in the final chromosome confirms that the
GA learned the implicit structure of real-world analytical reporting pipelines, even though
no explicit constraints, beyond validity and type matching, forced such ordering. To validate
that the evolved pipelines correspond to meaningful outputs, three synthetic visuals were
generated:
e The regression forecast chart (Fig. 5) represents time-series prediction, illustrating
the ML segment of the pipeline.
e Semantic embedding clusters (Fig. 6) represent LLM with ML synergy for
contextual analytics.
e The categorical summary chart (Fig. 7) represents ETL aggregation followed by
basic visualization.
These visuals emulate typical report components found in automated dashboards:
trend analysis, semantic grouping, and KPl summaries.
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Fig. 5. Regression forecast chart.

The ability of the evolved pipelines to generate full visuals demonstrates that the GA
was able to construct functional workflows, not just syntactic sequences of operations.

4t X
3.
X
" X
2 * X X
o~ - & xx x
£ 1 X R Xoxix X xS X
a * X o xxx &i:("::x&;( " xx | %
0 Xy X X XK % X><>:< X8 e X
X
xX X xx X X %
-1 % x T X )gm x| X%
XX x Ry x X
x
-2 xx X x-%
-3 -2 -1 0 1 2
Dim 1

Fig. 6. Semantic embedding clusters.
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Fig. 7. Categorical summary chart.
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The experimental results confirm several critical findings:

e Matrix chromosome encoding works. Encoding the chromosome as a matrix
(pipeline-per-visual) supports parallel workflow evolution and allows GA to optimize
complete multi-visual reports.

e GA can learn sustainable algorithms (pipelines). The convergence around 10-14
operations demonstrates that the fitness function effectively guides the algorithm
toward sustainable ETL, ML, LLM, and VIS chains.

e Automatic multimodal report construction is feasible. The final pipelines
successfully generated three distinct and meaningful visuals.

e Emergency structure matches human workflow design. Despite no explicit manual
design, the GA consistently evolved a logical ordering: ETL first (ingestion, parsing,
cleaning), ML/LLM next (interpretation, semantic enhancement) and visualization
last (final chart generation).

e Population-level diversity was maintained. Although fitness converged, the
distribution of pipeline structures remained diverse, indicating that mutation and
crossover operators preserved exploration.

These results support the viability of using a tensor-based GA for industrial report

automation, especially in heterogeneous data environments requiring simultaneous
multimodal analytics.

CONCLUSION

This research demonstrates that evolutionary optimization, when combined with
modern ML, LLMs, and agentic Al principles, provides an effective methodological
foundation for automated report generation in heterogeneous industrial environments. The
developed tensor-based GA model successfully evolves multi-stage, multi-visual analytic
pipelines by representing each report as a matrix of parallel workflows and optimizing them
jointly. Experimental results confirm that the proposed framework converges toward
sustainable, interpretable, and structurally valid pipelines, balancing ETL, ML, LLM, and
VIS operations into coherent analytic sequences.

The study also reveals that as the operational space expands, through the growth of
meaning-space operations, improved code-generation capabilities, and the emergence of
agentic Al systems, the effectiveness and scalability of evolutionary pipeline synthesis
increase substantially. These technological developments amplify the adaptability and
autonomy of the system, enabling dynamic reconfiguration of analytic workflows in
response to new formats, data modalities, and reporting objectives. Consequently,
evolutionary optimization becomes a foundational step for future agentic systems. It
establishes an optimized, validated and semantically coherent action space from which Al
agents can reliably plan, coordinate and execute reporting tasks. The findings thus position
evolutionary algorithm-driven pipeline synthesis as a crucial enabling technology for next-
generation autonomous analytic ecosystems.

The research introduces a novel encoding of analytic pipelines as a matrix L x N rather
than a linear sequence, enabling simultaneous evolution of multiple report visuals within a
single chromosome. This produces richer, more scalable, and structurally coherent
solutions compared to classical GA pipeline representations.

The proposed framework integrates heterogeneous operation types into a single
evolutionary unified multimodal operation space “ETL-ML-LLM-VIS”. This unification is
unprecedented in existing AutoML or AutoETL systems. The experiments prove that
complex reporting pipelines can emerge autonomously from evolutionary pressure, without
manually encoded domain rules, which is an important step toward self-assembling
analytics systems.

A key contribution of this work is the formalization of LLM-based semantic operations,
such as summarization, multi-hop reasoning, entity and relation extraction, and contextual
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normalization, as evolvable genetic components within the pipeline. Treating meaning-
space transformations as genes places them on equal theoretical footing with classical
feature engineering, ML, and ETL operations, thereby extending the domain of evolutionary
computation from structural data manipulation into the realm of semantic cognition.

The study formulates a new design principle: before constructing agentic Al systems
capable of autonomous report generation, the underlying operation space must be
optimized through evolutionary search. This ensures that the action space available to
agents is minimal, non-redundant, sustainable, and functionally validated.
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Vasyl Lyashkevych

CTAIA ONTUMI3AUIA AINTTOPUTMIB OBGPOBKU KOHCOJIAOBAHUX
AAHUX HA OCHOBI MALLULMHHOINO HABYAHHA TA FTEHETUYHUX
AIMroOPUTMIB

Bacunb Jlawkeeuy ©Q
JIbsiecbkuli HayioHanbHUl yHieepcumem iMeHi IeaHa ®paHka,
8yn. [ipacomaHosa 50, 79005, Jibeig, YkpaiHa

AHOTALIA

Bctyn. AsTomatusauis nobygooBu aHaniTMYHMX 3BIiTIB Y MPOMUCMAOBMX KOMMAHISAX
HabyBae cTpaTeriyHOro 3Ha4yeHHs 4Yepes PisHOMaHITTs dhopMaTiB AOKYMEHTIB, 36inbLUIeHHS
obcAriB JaHMx Ta 3pOCTaHHA BMMOr OO LUBMAKOTO (HOPMYBaHHS ©GaraTOKOMMOHEHTHUX
aHaniTMyHux Mmatepianis. TpaguuiiHi ETL-koHBeepyn He cnpaBnslTbCa 3i CKIagHICTIo
cy4vacHux iHOpMaLiNHMX MOTOKIB, OCOGNMBO KOMW y MPOLUEC HTErpyloTbCS MalUMHHE
HaB4aHHA, LLM-mogeni Ta areHTHi cucteMun. Y 3B’A3Ky 3i LUBMAKUM NPOrpecom reHepawii
KOAy Ta aBTOHOMHWX areHTiB, 30aTHUX BUKOHYBAaTU CKNafHi aHaniTyHi npouenypw, 3agada
aBTOMAaTUYHOIO KOHCTPYIOBAHHSI 3BiTHUX KOHBEEPIB CTae Bce Oinbll MEpCrNeKTUBHOW Ta
HayKOBO OOI'PYHTOBAHOI0.

MaTtepianu Ta metogu. 3anponoHOBaHO €BONIOLUIVHY MoAenb nobyaosu anropuTmis
ONS OnpawuloBaHHS KOHCOMiQOBAHMX 3BiTiB HA OCHOBI reHeTuyHux anroputmis (MA). Ons
reHepauii 3BiTiB, anroput™M BM3Ha4yae KOHBeep Ans NobyaoBW BidyanbHOrO KOMMOHEHTY.
Monynsuis BM3HA4YaeTbCA AK TEH30p, WO 3abe3nedye napanernbHy €BOHOLiI0 MHOXWHU
He3anexHunx pobounx notokis. Onepadii knacudikoBaHo y YoTupu rpynu: ETL, ML, LLM Ta
VIS. ®yHKList N(pUCTOCOBAHOCTI OLiHIOE CTany JOBXUHY KOHBEEPY, MOKPUTTS KIMOYOBUX TUNIB
onepauin Ta iX CTPYKTYPHY Y3rOMKEHICTb.

Pe3ynbTtaTtun. EkcnepumeHTanbHi pesynbTati nokasanu, wo MA Wweuako eBontolioHye
Bia BunagkoBux NOP-gOMIHOBaHWX CTPYKTYp [OO CTanux, FOMYHO Y3rogXeHux Ta
yHKLiOHanbHMX  KOHBeepiB  AoBxuHoio 10-14  onepauin. Havikpawi xpomocomu
cchopMyBanu TpW MOBHOLHHI Bi3yanbHi KOMMOHEHTWU: MPOrHO3HY perpecivivy mogerb,
CEeMaHTUYHY KrnacTepusauilo npeactaBneHb BOyAOByBaHHA Ta KaTeropianbHy Aiarpamy.
Taka eBonwoUiiHA 3aKOHOMIPHICTb NIATBEPAXYE, WO KOMOIHOBaHi KOHBEEPU MOXYTb
6ynyBaTuca aBToMaTMYHO M adanTyMBHO, a 36iNblUeHHSA CKNagHOCTI onepaLii y npocTopi
“cmucny”, WO € BEKTOPHUM NPOCTOPOM BOYOBYBaHHS, pa3oM i3 pO3BUMTKOM reHepalLii kogy
Ta areHTHUX apXxiTeKTyp.

BucHoBkn. 3anponoHoBaHa  MoAenb  OEMOHCTPYE  €QEKTMBHUMN  MeXaHi3m
aBTOMATM30BaHOrO CMHTE3y 3BiTiB 3 OaratbmMa Bi3yanbHUMU KOMMOHEHTAMW Ha OCHOBI
€BOIMOLiNHMX KOHBEEPIB. [epCneKkTUBHICTL MeToay 3pOCTac i3 PO3BUTKOM areHTHUX CUCTEM
LW Ta 36inbWweHHsAM KiNbKOCTI Oonepauin y npocTopi cMucry, WO BiAKpMBaE LWNAAX OO
MOBHICTIO aBTOHOMHMX CUCTEM aHaniTU4HOI 3BiTHOCTI HOBOIO MOKOMIHHS.

Knroyoei cnoea: koHconigoBaHi AaHi, cTanui onTuUMi3auinHMA nigxig, MaluuHHe
HaBYaHHS, reHeTnYHi anroputMun, LLM, aHanitTnka gaHmx
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