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E®EKTUBHICTD IIITYYHUX HEMPOHHNUX MEPEYK
JAJId TIOIMIYKY AHOMAJIIN YV PTHAHCOBUX OIIEPAIIIAX
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Illryuni mefiporni mepexi (IIIHM) gonmomaraiors e(PeKTUBHO BHSIBJIATH CKJIAJHI 3a-
JIEZKHOCTI Mi’K O3HAKaMHu B HAOOPaX JAHUX. 3AMPOMIOHOBAHO MOJEJb YOTHPHUIIAPOBOT Ty -
HOT HEHPOHHOT MepesKi JJ1sT BUSIBJICHHST €JIEMEHTIB MaxXpaiicTBa cepes piHaAHCOBUX OMEpAaIliii.
Jlo mepImoro mpEXOBAHOTO MMIAPY 3aCTOCOBAHO MeToj dropout, BUKOPDHCTAHHSI SIKOLO A€
3MOr'y OIPUCKOPUTH HABYAHHS MEPeXKi Ta 3MEHIINTH PU3WK i1 nepeHaBuanns. s akTuBa-
nii meifponis Bukopucrano ¢yukmito ReLU. Hasuanus, Bagiganio Ta TecTyBaHHS MOmesel
ITHM BUKOHAHO Ha CHHTETHYHOMY HAOODi JAaHUX, AKHUI 3aBaHTaxKeHO 3 miatdopmu Kag-
gle. Edexrusnicts o64ucneno jias n’artu Mozeseit i3 pisaumu dropout xoedimienramu 3a
JIOIIOMOI'0¥0 MeTpHUK precision, recall Ta F-score. Pesynbratu anamisy momesneil mopiBHIHO
MiK co60I0 Ta 3 TPHOMa AJTOPUTMAMH MAIITUHHOTO HaBuaHHs — Support Vector Machine,
Logistic Regression Ta Random Forest. Ha mimcrasi pe3ysbraTiB mpogeMOHCTPOBAHO, IO
MOJIeJIb MAITUHHOTO HaB4daHHs Ha ocHOBiI IITHM i3 dropout koedirienToM, 1110 JOPIBHIOE
0.1, € edbexTuBHIMOIO, HE3BAXKAIOYM HA OiJBIINN Yac HABYAHHS.

Karowosi caosa: mrydHa HeifipoHHA Mepexa, riauboke Hasuanusa, dropout, ReLU, obpobxa
dhiHAHCOBUX JAHWUX, BUSBJIEHHS IIaXpaiicTBa.

1. BcTym

KinbkicTs Ge3roTiBkoBuX omepariiii y cBiTi 3pocrtae, 3okpema it B Ykpaiui. Ha puc. 1
300pazkeHo CITIiBBIIHOIEHHS MiXK yciMa BHIaMu O€3rOTIBKOBHX ONepariiil i Takumu, 110
Oy/i BUKOHAHI 3a JIOIOMOIOIO IJIATIXKHUX KAPTOK. 3a Janumu HalioHasibHOro GaHKy
Vkpainu (HBY) cramom ma 2021 pik B YKpaini uacTka 0Oe3roTiBKOBHUX omepariii 3
BUKOPHCTAHHAM ILIATLXKHAX KAPTOK 33 KimbKicTio carama 90,1 %, a B 2023 3pocaa 10
93,5 % [1].

3i 306i/BIIEHHSIM KiJTBKOCTI TAKWX OMEpAalliii, 3pocTae i pu3WK aHOMAJIi cepes HUX,
30KpeMa maxpaiicrea. 3a ganumu HBY y 2023 porri cyma 30uTKiB HA/IaBAYIB TIATIXKHIX
TIOCJIYT, TOPTOBIIB 1 KJIIEHTIB Bij maxpaiicTsa ctanosuia 833 MuIH TpH, o Ha 73 % Ginbre
HiXK y TIONEPeTHbOMY POIIi.

BaxkyimBoK0O CKJIAI0BOIO OYIb-IKOI CHCTEMU HAJABAYA TUIATIXKHUX TOCIYT, 30KPEMa
0aHKy, € KOMILIEKC 3aXO/iB /i MiHIMi3amil BTpar uepe3 0OpOThOYy 3 HeJerajbHUMU
dinancoBumu oneparismu. st MbOro BUKOPUCTOBYIOTH CHCTEMY BUSBJICHHS ITaxpaii-
crBa. Tpamuriiini aaropuTMu 3aXUCTy HAMIiiHI, ajme MaloTh oOMexkeHHs. Hampukiia,
Habip yMOB, 32 BUKOHAHHS SKHUX OIEPAII0 MOYKHA BBAXKATH IIAXPANRCHKOIO, € CTATUIHUM,
TOOTO y BUMAAKY BUSIBJIEHHSI HOBOTO METOMY TPOBEIEHHSI HEJIEraJbHOI Omeparii y Taky
CUCTEMY TOTPIOHO JOJATH HOBI MPABUJIA, OO BOHU MOYAJIN TMTPAIIOBATH.

I3 po3BUTKOM IITYYHOrO IHTENEKTy, a TaKOXK 3i 30iIbIMeHHAM OOYMCIIOBATHHUX
MOTY2KHOCTEe#l KOMIT'IOTEPIB, ILIATIXKHI MPOBaiiiepy OTPUMAJHM MOXKJIUBICTH OyayBaTh
CUCTEMU BUSIBJIEHHS TTaXPaifiCTBa, BUKOPUCTOBYIOYN MOIEJl MAITHHHONO HABYAHHS.
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Puc. 1. CuiBBinuomenns Mixk 6e3roTiBKOBUMHU Ta KAPTKOBUMU ONEPAIIAMUI

[Iporuo3yBanns maxpaiiCbKuX Omepariiii € 3aja4er0 Kiacudikarii, T06TO, BUKOPUCTOBY-
[oun 3aJaHuit Habip mapaMeTpiB, CUCTEMa MA€ BUBHAYUTH, 91 € KOHKPETHA, OMEPAIlis Iax-
paiicbkoio, 4u Jeraabaoio. Jlo Takol 3a1a4ui MOXKHA 3aCTOCYBATH AJTOPUTMHU MAITHHHOTO
HABYAHHSA, sIKi 3MOKYTh BUSBIATHA CKJIAIHI 3AI€2KHOCTI MizK mapamMeTrpaMu il e(heKTUBHO
KnacudikyBaTu omepari.

2. OrJIsia ICHYIOUUX JOCJIAKEHD

Y HampsMmky O60poThOM 3 HejeraJbHUMU (DIHAHCOBUMHU OMEPAIsIMUA BiIOYBAETHCS
Gararo jociimkenb. Hampukian, y [2] aBTop BHKOHAJA TODIBHAHHS TPHOX MOjeJiei
MAIIMHHOIO HABYAHHS, K1 6a3yBaaucsd HA TaKUX ajJropurmax: Bunazkosuii jic [3], XG-
Boost [15], LightGBM [8]. Huist nopiBuusg 6ysio obpano Bejaukuii 3a obcsarom Hablp JaHUX
— 1.3T'D, uposeneno itoro anasis i nomepe/iHio 06poOKy, 30KpeMa OajiaHCyBaHHS.

VY nparni [5] aBTopu 3anpONOHYBaIi BUKOPHCTOBYBATH 3TOPTKOBY TIIMOOKY HEHPOHHY
Mepexy, Ky HATPEHYBaJIW Ha 5 MJIH Tpau3akmiii, 0,12 % i3 axkux Oymam maxpaiicbKumu.
Ognak ans ok edeKTUBHOCTI CTBOPEHOT MOJEi OYy/I0 BUKOPUCTAHO €IUHY METPUKY
rTouHocTi (accuracy), sKa, y BUIAJAKy 3 He30ajsaHCOBaHMM HAaBOPOM JaHUX € HeJ0CTaT-
HBOIO JJIsI OIIHKK SKOCTI.

VY nocnimkenni [7] asist BUSBIEHHS MAaXpaifiChKUX OTepaIliii aBTOpU MOOYIYBAIN TPU
HEHpOHHI MepexkKi 3 pi3HOI KiJbKICTI0 MPUXOBAHWX IMAPIB, MOPIBHAIN IXHIO edeKTHB-
HICTh, BUKOPUCTOBYIOUN MeTpuKy F-score

2 x precision x recall

F-score = — (1)
precision + recall
ne precision ta recall

. TP )

recision = —————

P TP+ FP’

TP

ll=—r——. 3
reca TP+ PN (3)

Tyt suauenns TP (true-positive), F'P (false-positive, momuska mepmoro turmy) ta FN
(false-negative, momusika Apyroro TUILy ) — OTpUMaHi 3 MATPUII HEeBiAIOBiAHOCTEI (pHC. 2).
Habip nannx 6yB CyTTEBO MEHINNM, HiXK y TIOMEPEIHIX mparax, jgurre 284807 TpaH3ax-
mitt. Haitninmmit pe3yibTar mpoaeMOHCTPYBAIa MEPEKa 3 IBOMA IMPUXOBAHUMU IIAPAMHU
-85 %.
V 1me ommiii mparti, TpUCBAYEHIH TOCTIIKEHHIO BUSABICHHS HeJeraJabHuX (DiHAHCOBUX
omepariiit, MpoIeMOHCTPOBAHO BUKOPUCTAHHS TOPUIHOI aHCAMOJIEBOT MOIEII MAITMHHOTO
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Puc. 2. MaTpwumg meBiamnosigHoCTEMH

HapuanHs [12]. Inst mobyZ0BM Takoi Mozesi aBTOPM BUKODWCTAJM BHUIMAIAKOBHI Jic Ta
anropurm Adaboost [11] sk “crabkux yuHiB”, 1, BHKOPHCTOBY0YH MepeI0adeHHs KOKHOI 3
HUX, 00YUC/ININ OCTATOYHMI pe3yibTaT KoMOiHOBaHOI Mo/esi. HaBuantus Oy/10 BUKOHAHO
Ha JABOX HAOOpaxX JAHUX — PEATbHOMY Ta CHHTETHIHOMY, KOXKEH i3 sIKUX MaB IO JIBA
BapiaHTHu, OpUriHATbHAHI — He30aIaHCOBAHNUH, 1 30a/TaHCOBAHEI 33 JOTIOMOTOI0 AJITOPUTMY
SMOTE. Oriuky edeKTUBHOCTI MOIei aBTOPU BUKOHAJN 33 JOMOMOTOI METpUKU F-
score, a TAKOXK TOPIBHSJIM PE3yJIbTAaT KOMOIHOBAHOI MOJEI 3 THM, SIKHN JaJIN KOXKEH
aJITOPUTM OKpPEMO. ¥ BHUIAIKY 3i 30ajaHCOBAHAM HAODOPOM [IAHUX, TIOPHUIHA MOIENIh
POJIeMOHCTpYyBaJsia pe3yJibrar Ha nouaz 10 % Jinmmil, Hixk HA He30aIAHCOBAHUX IAHUX.

Y mocaimkenni [10] aBropu posrusinyau Buau wmaxpaiicrsa y dinancosiii cdepi,
MpoaHaIi3yBa M IPOOEMH, Ki BUHUKAIOTD IIi/T 9aC IPOrHO3yBAHHS HEJIeraJbHuX (PiHaH-
COBHX OIEpAariiif, a TaKOXK 3aMpPOTOHYBAJIH i/1€10 3aCTOCYBAHHS T€HETUIHUX AJTOPUTMIB
JJIS TIONIYKY ONTHMAJIbHUX MapaMeTpiB mpu MOOym0Bi edeKTHBHOI MOENi Ha OCHOBI
IMTYIHAX HEHPOHHUX MEpexK, 30KpeMa BUOOPY TOMOJIOTIT MepexKi, KiTbKOCTI TPUXOBAHIX
mapiB i KLIbKOCTI HEHPOHiB.

3. IIOBYIOBA HEMPOHHOI MEPEZKI

Byne 3anpomnomnoBano Momenb, MOOYIOBAHYy HA OCHOBI INTYYHOI HEHPOHHOI MepexKi
IS BUSIBJIEHHS maxpaiicbkux (piHancoBux omepariii. Y mporeci HapdaHus Mozeri Oyae
3aCTOCOBAHO MeroJ| BukJoueHHs (dropout), sikuil ponomoxe 3a106irTu HepeHaBYAHHIO
[6]. CyTh MeTOIy BHKJIOYEHHS MOJSATAE ¥ TOMY, IO B MPOIECi HABYAHHS i3 3arajibHOil
Mepeki BHOMPAETHCA TiaMeperka, IJjisd SKOI BUKOHYEThCs HaBYaHHsA. Bubip meiiponin
BUKOHYEThCH 13 3a3Ha4eH0I0 iMoBipHicTio (KoedilieHToM AponayTa).

s HaBYAHHS TA BaJIi[yBaHHS MO/IEi Oy/1e BUKOPUCTAHO CUHTETUIHUN HAOID JaHUX.
Kpim Toro, gns mepeBipku edpekTuBHOCTI 1100Y10BAHOI HEHPOHHOI MepexKi Oy/1e BUKOPHC-
TaHo MeTpuKHM precision (2), recall (3) ra F-score (1).

3.1. O1ucC 1 AHAJII3 HABOPY JAHUX

Habip nanux Gysno 3aBanraxeno 3 miaardopmu Kaggle [9]. Haracer € cumyssii€ro
dinancoBux omeparniil, siki BimOysBasmcs uporsarom 30 aHiB, micTurh Oinbine 6-Tu MIIH
omepariii pizamx Tumie, cepen akmx jume 0,13% e maxpaiickkumu.  OTke, HAbIp €
He30aIaHCOBAHUM, 00 KJ1AC OLIBIIMTOCTI CYTTEBO TIEPEBAYKAE HAI KJIACOM MEHIITOCTI.
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Y oMy HAOOpI JAHWX CYTh IMAXPAWCTBA MOJIATAE Y TAKOMY: 3JIOBMUCHUK DPOOUTH
TepeKa3 i3 paxyHKa KepTBW Ha CBiil BJACHWIM PaXyHOK, & TOAL HAMaraeTbCsd 3HATH 3
HBOT'O TOTiBKY.

Ha migcrasi anamizy nabopy manmx, Oy/10 BHSIBJIEHO TaKi OCOOJIMBOCTI:

e maxpaiicbki oneparnii vHasgsHi sgumie g onepariiit TRANSFER ra CASH-OUT;

o s xapakrepuctuku isFlagged Fraud 3nadyenns 1 BCTaHOBJIEHO JIUIIE IS IEPEKa-
3is8 (TRANSFER) y kisbkocri 16 ouepauiii; cepen ouepauiii, siki 1o3nadeni mysiem
— HagBHI Taki, me cyma € Oimpmoro Hik 200,000, a TOMY MOXKHA TPHUITYCTUTH, IO
IMi/T 9aC BCTAHOBJIEHHST 3HAYEHD I[i€1 XapaKTEPUCTUKY OyJIu [OMYIIeH] TTOMUJIKHT;

e cepeJl 3aIUCIB HASBHA BeJWKA KIIbKICTh YHIKAJTBHUX paxyHKIiB iHIIIaTOpiB
(> 2,5 M) Ta orpumyBadis (> 0.5 MIIH);

® TaKOXK OYJI0 BHSBJIEHO, ITO CEPE/T MTaXPaliChbKUX OIEepariiit Maiizke IOJI0BUHA MiCTATD
HYJIbOBI 3HAUYEHHS OAJIAHCIB PAXyHKIB iHIIiaTOpa Ta OTpUMyBada, IO MOXKe OyTh
O3HAKOIO 3a0JI0KOBAHOI OIMEpaIlil Ta MOMUJIKOIO.

100
step 0.0057 -0.011 0.038 0.037 0.034 0.029

type - -0.013 0.019 0.1 -0.16 -0.32 0.039

-0.50
amount - 0.037 0.33

old_balance_orig - 0.0057 -0.013 -0.25

new_balance_orig - -0.011 0.019 -0.00

old_balance_dest - 0.038 -0.1 - 025
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Puc. 3. Kopemnsritina marpuiis

Habip nanux 6ys0 049uIleHo Ta JOMOBHEHO. 30KPeMa, BUKJIIOYEHO YCi TUIHM Onepariii,
cepejl IKUX HEMAE MAXPANChKUX, OCKUIBKH, SKIINO HABYUTH MOJEJb HA, TAKUX JTAHUX, TO
i1, 9aC TPOTHO3YBAHHS BOHA, 3aBXK 1M KJIACH(DIKyBaTHME I[i TUIIH OMEPAIliil, SK JIerajIbHi.
Bunydeno xapakrepuctuky tsFlaggedFraud, 6o 3madenns 1 HasgBae Jjwurre g 16
onepariiif a Hemo3Ha4ueHi, To6To Ti, MO MaTh 3HaUeHH () — HE 3aI0BOJIbHAIOTH IIPABUIIO.
IIpubpano xapakTepuCTHKH, IO Bi/IIOBIIAI0TH 38 HOMEPH PaxyHKIB 000X CTOPiH omepartiit
— iminiaropa (nameOrg) Ta orpumysada (nameDest), 60 1ie KaTeropiaJbHa BIACTUBICTD,
Ky TOTPIOHO TIEPETBOPUTU y YHUCJIOBY, IO MOPOJWTH HAA3BUYANHO BEJIMKY KiJbKICTH
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JOJATKOBUX XAPAKTEPUCTUK y HAOOpi. 3HAYEHHS KATEropiajbHOI BJIACTHBOCTI type
neperBopeno y unciosi, 1e TRANSFER — 0, CASH-OUT - 1. [Iomano HOBi BJIaCTHBOCT,
KOXKHA 3 IKUX MO3HAYAE BiAMOBIAHY MOMHUIKY B OasaHci imimiaTopa it orpuMyBada.

Kpim Toro, yBech Habip mamwmx Oymo HopMmastizoBaHo. CHHUCOK XapaKTEPUCTUK MiC/Is
00pobky mosano y Tabi. 1.

Tabauys 1

CrnrcoK XapaKTepUCTHK TiCasd 00pOOKU

Hazsa moas

Omuc

KinpkicTh ToauH, Mo TPORIILIN Bil TOYATKY CHMYJIs-

step uii: 1,2, 3, 4, 5, ...
type Tun omeparii: CASH-OUT, TRANSFER
amount Cywma oneparii

old balance orig

Banamc Ha paxyHKy iHimiaTopa mepes oneparrieo

new _balance orig

Banamc na paxysky inimiaropa micas omepartii

old balance dest

Bananc na paxynky orpuMyBada mepes Ormeparieio

new_balance dest

Banamc ma paxyuky oTpuMyBada Micjs omeparrii

is_fraud

1 — onepamnis maxpaiicbka, 0 — jeraabHa

Binbimne wixk 0 — nagBHa moMuika y 6agaHci inimiaro-
pa, 0 — TOMHUJIKHA HEMaE

Binbime mik 0 — nasgBHa nomusika y 6ajganci orpumy-
Badva, 0 — MOMUJIKN HEMAE

err _balance orig

err _balance dest

Y nincymky, orpumasin Habip JaHUX, AKANR MICTUTb > 2,7 MJIH OLEpAaIliil 1BOX TUIIB —
TRANSFER ta CASH-OUT, 3 axwux 0,3% e maxpaiichkumu, mo #a 0,17 % Ginsme ik
MiCTHB OpUTiHAJIBHUN HADID.

Kopenamiiina marpuiig miaTBepaKye, SK KOKHA, XapaKTEPUCTUKA Y HAOOPI KOPETIoe
3 immmmMu (puc. 3). s KOXKHOI Tapu XapaKTEepUCTUK BU3HAYEHO 4ucyio Bim —1 mo 1, me
—1 — cubHA HeraTWBHA KOpeJisllisi, 1 — cujibHA MO3UTUBHA, 0 — KOpeJsIlii HeMag.

3.2. HENIPOHHA MEPEXKA

Hexait maemo ¢yHKIifo oOYMCIEHHsT pe3yabTraTy HeHpoHa y IITYyYHI HeHpoHHii

MepexKi
n
Yj = E TiWs,
i=1

Jie y; — BUXijJHe 3Ha4deHHsd HeffpoHa j; 1 — KiJIbKiCTh HEIPOHIB Ha MONEPeJHbOMY HIapi;
w; — Bara -ro HefipoHa Ha IMONEepPeIHbOMY IIapi; T; — BXiJHE 3HAYEHHH JIjId 4-I'0 HEHpOHA
Ha monepegHbLOMy mapi. Pe3ymprar akTuBarii HeipoHa MOXKHA 3aIIACATH TAK:

ri = f(y;)- (4)

Tyr f(y;) — dyuknis akTuBanii j-ro HefipoHA, 32CTOCOBAHA IO PE3YJILTATY ;.

Mogenb Ha OCHOBI MITYyYIHOI HEHPOHHOI MEperKi CKJIAJAETHC 3 BXIJHOIO IIAPY, AKHH
MicTuUThL 9 HelfpoHiB, mepIoro i npyroro mpuxoBannx — 11 Ta 5 HeHpOHiB, BiAMOBIIHO, Ta
Buxiguoro — 1 mefipon (puc.4). KinbkicTs npuxoBanux mapis i Heiiponis 6ys10 migiopaHo
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{ Input Layer J [ Dense 1 —> Dropout } ‘ Output Layer

Puc. 4. Crpykrypa HefipoHHOI Mepexi

eMIIPUIHUM MEeTONO0M. Bysio mepeBipeno KijbKa BapiaHTiB CTPYKTYpPH MepezKi Ta BHOPAHO
TOM, AKWH MPOJEMOHCTPYBAB HAMTIMIIHNIT PE3yIbTAT.

JI0 TIepIIIoro mMpIXOBAHOTO APy 3aCTOCOBAHO TexHiky Dropout. Voro Bukopucramnms
JIOMIOMAra€ 3amobirTu mepeHaBYaHHiO0, a TAKOXK, MPHUIIBUAIIITYE HABYAHHS MOmesi. Merox
BUKJ/TIOYEHHsT HEAPOHIB MOXKHA 3AIUCATH TAKUM CIIOCODOM:

. wj, 3 imosipnicTio 1 — P,
wj =
0, y iHImmomMy BUITAIKY,
ge P — imosipuicTb TOro, 1m0 Heiipon Oyle BUIydYeHO; w; — Bara j-ro HeifipoHa y Mepexi,
Ta I/U; — Bara j-To HefipoHa y Mepexi micid 3acTtocyBanus MeTomay. DyHKITEO akTUBAIIT
ueiipona 3 dopmysu (4) mis Koxuoro npuxosanoro mapy € ReLU (rectified linear unit)

y, gkimo y > 0,

fly) =

0, y iHIIIOMY BHIIAJIKY.

Hagemena dbyukiiia € yniBepcaJpbHO0 Ta He TOTPEOYE BEJIMKUX O0UUCIIOBAIBHUX TOTY K-
HocTeil. Bona akTuBye€ Jiniiie OKpeMi HeHPOHY, 3aJIUIIAI0YY 1HI HEAKTUBHUMU. 3ABIAKA
bOMY 3HUXKYETHCS PU3UK MePeHABIAHHS.

OcCKiJIbKE MU HaMaraeMocs po3s’sg3aTu 3aady GiHapHOl Kiracudikaliil 3a J0IoMOron
HEHPOHHOT MEpeXi 3 OJHUM HEeHPOHOM y BHUXiTHOMY ITIapi, TO IJisT HOrO aKTUBAIIl J0Ope
mifiige curMoinaabaa QYyHKITiA

1

W =1

s obumciieHHsT BTPAT Mij 9ac HABYAHHS PO3POOIEHOT MOjesi Oy/I0 BUKOPHUCTAHO
dyukuito BCELoss (Binary Cross Entropy Loss)

N
l=_%Z[yilogpﬂr(l—yi)log(l_pi)]' (5)

Tyt N — kigbKicTh psiakiB y HaOOpi JaHWX; y; — PEAJIbHE 3HAYEHHS [JIs -T0 PSANKA; P; —
nepegbadeHe 3HAYEHHS JJist 4-T0 psigka [14].
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Puc. 5. I'padik Brpar nig wac rpenysBamnaa mozneni (dropout = 0.1)

3.3. HABUAHHSI TA OLIHKA E®EKTHUBHOCTI MOJEJII

Excrnepumentn 3 HaBYaHHsS Ta BaJiIyBaHHSA MepexkKi BiaOyBasmcsa Ha KOMITIOTepi 31
cucremoro ua kpucraii (SoC) Apple M1 3 makcumanbuow gacrorowo 3,2 GHz ta 16
GB oneparupnoi mam’gri. Hasuaasui mami Oys1o po3mineno na rpymu mo 2048 psakis y
KOxKHIN. [Ij1s KOXKHOI Takol rpynu 6y/10 00YUCIeHO BTpaTh 33 A0noMoron byHkIii (5).

Jlmst TpeHyBaHHS MOEN IITYYHOI HEHPOHHOI Mepexki Habip MAaHWX PO3ILIAIA HA
TpenyBanbHy — 70 %, Ta Baminaniiiny wactuny — 30 %. Kinbkicrs enox Bctanosieno y 80,
mBuakicrs madanasg — 0,005. Bubpano n’arp pisaux dropout koedinientis — 0,1, 0,2,
0,3, 0,41 0,5, Ta HaTPEHOBAHO BiAMOBiAHY KijbKicTh Momeseit. I1inbip rimepmapamerpin
BiZOyBaBCSA €KCIIEPUMEHTAJIHLHUM CIIOCOOOM. 3arajibHUME BTPATAMHU MEpEeXKi Ha KOXKHIN
ireparii € cepenne apudMeTndHe 3HAYEHHS BTPAT I KOXKHOI TPYNH 3 TPEHYBAJIHHOTO
nabopy mammx. Ha pwuc.d npomemoncTpoBano rpadik dbyHKHii BTpar s mMomeni 3
dropout koedimienTom, mo gopisuioe 0,1.

st o1iHKY e(peKTUBHOCTI HATPEHOBAHOI HEITPOHHOT MepeKi OYJI0 BUKOPUCTHO MATPH-
1o HeBixnoigHocTel (prc. 6). Ha ii mixcrapi 6yso obuncieno precision (2) — BiacoTok
omepariiii MO3MWTUBHOIO KJIACY, IKi MOIEIb Tepemdadnsia SK 00 €KT MO3UTUBHOTO KJIACY,
Oy HACIPAaBL 3 IHOIO KJIACY

. 2284 0.956
precision = osd 103 ~ 0996,
recall (3) — BizcoToK onepaliiii IO3UTUBHOrO KJjacy OyJo nepeabadueHo IpaBUIbHO Cepe/

00’€KTIB IBOTO KJIACY
2284
Il = ——— =~ 0.946
e = 99840 1+ 129 ’

ta F-score (1) — cepeane rapmoniiine 3Hadenns Mix precision ra recall

2 x precision * recall 2% 0.956 x 0.946

= ~ 0.951.
precision + recall 0.956 4 0.946

F-score =

st nopiBHSHHES e(DEKTUBHOCTI 3AIPOMTOHOBAHOI MO/IEi BUKOPUCTAJIM TPH 1HII aJIro-
PUTMH MaIlIMHHOTO HABYAHHS — METO/| ONIOPHNX BeKTOpiB [4], moricrnany perpecito [13] i
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Puc. 6. Marpuna mesignosimnocreit (dropout = 0.1)

BunaakoBuit jgic. HaBuanus Mo/esiei mpoBesn Ha TOMY 2K HaOOpi JaHUX 3 TAKUM CaMHUM
PO3IOLIOM HA TPEHYBAJIBHI Ta BaJITAIIHI BUOIpKH.

st oninku edbeKTUBHOCTI OyJ10 BUKOPUCTAHO Ty caMy MeTpuKy F-score. Pesynbraru
MOPIBHSHHS I0JIAHO y Ta0II. 2.

Tabauys 2
Learning
Precision | Recall F-score | time, dropout
seconds
SVM 0.870 0.485 0.623 3860.47 -
Logistic 0.913 0.485 0.633 3.16 -
Regression
Random 0.999 0.479 0.647 7 -
Forest
ANN 0.956 0.946 0.951 1370.89 0.1
ANN 0.914 0.905 0.91 1290.60 0.2
ANN 0.855 0.922 0.888 1025.00 0.3
ANN 0.906 0.874 0.890 1019.05 0.4
ANN 0.905 0.471 0.619 1011.23 0.5

I3 orpumanux pe3ysnbraTiB MOKHA 3POOUTH BUCHOBOK, IO METOJ, OMOPHUX BEKTOPIB
[IOraHO CIPABUBCA 3 He30a/IaHCOBAHMM HAOOPOM [JIAHMX, & TAKOXK MO0 4ac HABYAHHHA
TpuBasmit. JloricTwuHa perpecisg BUABHUIA KPAIlli Pe3yJIbTATH 3a METPUKOIO Precision,
omHak recall — Ha TakoMy ¥ piBHI. AJle BEJIMKOIO MEPEBArol € Te, 10 HABYAHHS
3affHsIO CYTTEBO MeHITe Jacy — jauie 3,16 cekysa. BumaakoBwmit jic mpomeMOHCTPYBaB
e JInmmit pe3yabrar 3a Merpukoo precision — 0,999, ane recall Tpoxu HuKYHMi, HiXK
y aBOX momnepenHix. Jac HABYAHHS, AK 1 y IMONEPEeaHii MO/esi, CyTTEBO MU, HiXK y
METOJIy OTIOPHUX BEKTOPIB.

Ha nporuBary TphOM HaBeIEeHWM AJITOPUTMAM, 3AMPOMOHOBAHA MOEIb HA OCHOBI
mry4anoi meiiporuol mepexi 3 dropout koedimienTom, o gopisuioe 0,1, mpomgeMOHCTPY-
BaJIa, Ay»Ke BUCOKi pe3yabraru: precision — 0,956, recall — 0,946 Ta, BiAnmoBimgHO, cepenne
rapmoniitne 3navenus — 0,951. Yac maByaHHS IOBIINMA, HIYK Yy BUIIAJIKOBOTO JICY Ta
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JIOTiCTHYHOI perpecii, aje CyTTEBO HUXKYMH HiK ¥ METOIY OMOPHUX BEeKTOPiB. Kpim Toro,
anajoriuni momesi 3 inmuMu dropout koedillieHTaMy BUSBHUJIM HUXKYI pe3yabraTu. 13
nopisusaasg Mozesieii ANN y tabi. 2 BuaHo, mo 3i 36iibienaaM dropout koedinienTa,
3MEHIIIYEThC 3HatUeHHsA F-score, ToO6TO 30iabIIeHHS IMOBIPHOCTI BUTY 9€HHST HEAPOHA TTi T,
YaC HABYAHHS HEI'ATUBHO BIUIMBAE HA fAKICh PE3YJIbTATY.

4. BUCHOBKU

PosrnsayTo npobaemy maxpaiictBa y ¢pinancoBux omepariax. HacrymHuMm Kpokom
OyJ10 PO3TJISHYTO iCHYIOUi TOCIIXKEHHSI, B IKUX aBTOPHU 3AMPOTIOHYBAJIY Pi3HI AJITOPUTMHA
MAIlMHHOTO HABYAHHS I TIOOYI0BY MO/IEJIEH IJIsi BUABJIEHHS HeJeraJbHuX (hiHaHCOBUX
orepariiii.

Kpim Toro, 3ampornoHoBaHO MOIEIb HA OCHOBI IITYYHOI HEHPOHHOI MEpEeXkKi 3 BHUKO-
PHUCTAaHHSM METOJy BHUKJ/IOYeHH:A HelponiB. s TpenyBamus miniOpaHo Habip HaHHX,
TPOBEJIEHO aHAJII3 i momepenHio 00poOKy. HarpeHoBano Ta mMpoBAJIiIOBAHO TI'ITh MOEIeH
3 pizaumu dropout koedimienTamu, a TAKOXK BUKOHAHO MOPIBHSHHS TXHBOI edeTnBHOCTI
MizK €cO0OIO Ta 3 TOMY/ISIPHAMHA AJITOPUTMAMU MAITHHHOTO HABYAHHS — BUIIAIKOBUM JIiCOM,
METOJIOM OIIOPHUX BEKTOPIB i JIONICTUYHOIO PErpeciero.

Ha mizcrasi mocmimzkeHHs OTPpUMAIH BHUCOKY TOYHICTD 3aIIPOIOHOBAHOI IITYYIHOI
HEeMPOHHOI Mepeski, He3BaXKaloun Ha He30aJaHcoBaHmii Habip ITaHnX.
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EFFECTIVENESS OF ARTIFICIAL NEURAL NETWORKS
FOR DETECTING ANOMALIES IN FINANCIAL
TRANSACTIONS

Y. Lisovskyi

ITvan Franko National University of Luviv,
1, Universytetska str., 79000, Lviv, Ukraine,
e-mail: yurii.lisovskyi@lnu. edu.ua

Artificial neural networks (ANNs) allow for effective detection of complex dependencies
between features in data sets. The paper proposes a four-layer artificial neural network
model for detecting elements of fraud among financial transactions. The dropout method
is applied to the first hidden layer, which accelerates network training and reduces the risk
of its overfitting. The ReLU function is used to activate neurons. Training, validation,
and testing of ANN models were carried out on a synthetic dataset downloaded from
the Kaggle platform. The efficiency was calculated for five models with different dropout
coefficients using the precision, recall, and F-score metrics. The model analysis results
were compared with each other and with three machine learning algorithms — Support
Vector Machine, Logistic Regression, and Random Forest. The results demonstrate that
the machine learning model based on ANNs with a dropout coefficient of 0.1 is more
efficient, despite the longer training time.

Key words: artificial neural network, deep learning, dropout, ReLU, financial operation
data processing, fraud detection.



