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Øòó÷íi íåéðîííi ìåðåæi (ØÍÌ) äîïîìàãàþòü åôåêòèâíî âèÿâëÿòè ñêëàäíi çà-
ëåæíîñòi ìiæ îçíàêàìè â íàáîðàõ äàíèõ. Çàïðîïîíîâàíî ìîäåëü ÷îòèðèøàðîâî¨ øòó÷-
íî¨ íåéðîííî¨ ìåðåæi äëÿ âèÿâëåííÿ åëåìåíòiâ øàõðàéñòâà ñåðåä ôiíàíñîâèõ îïåðàöié.
Äî ïåðøîãî ïðèõîâàíîãî øàðó çàñòîñîâàíî ìåòîä dropout, âèêîðèñòàííÿ ÿêîãî äà¹
çìîãó ïðèñêîðèòè íàâ÷àííÿ ìåðåæi òà çìåíøèòè ðèçèê ¨¨ ïåðåíàâ÷àííÿ. Äëÿ àêòèâà-
öi¨ íåéðîíiâ âèêîðèñòàíî ôóíêöiþ ReLU. Íàâ÷àííÿ, âàëiäàöiþ òà òåñòóâàííÿ ìîäåëåé
ØÍÌ âèêîíàíî íà ñèíòåòè÷íîìó íàáîði äàíèõ, ÿêèé çàâàíòàæåíî ç ïëàòôîðìè Kag-
gle. Åôåêòèâíiñòü îá÷èñëåíî äëÿ ï'ÿòè ìîäåëåé iç ðiçíèìè dropout êîåôiöi¹íòàìè çà
äîïîìîãîþ ìåòðèê precision, recall òà F-score. Ðåçóëüòàòè àíàëiçó ìîäåëåé ïîðiâíÿíî
ìiæ ñîáîþ òà ç òðüîìà àëãîðèòìàìè ìàøèííîãî íàâ÷àííÿ � Support Vector Machine,
Logistic Regression òà Random Forest. Íà ïiäñòàâi ðåçóëüòàòiâ ïðîäåìîíñòðîâàíî, ùî
ìîäåëü ìàøèííîãî íàâ÷àííÿ íà îñíîâi ØÍÌ iç dropout êîåôiöi¹íòîì, ùî äîðiâíþ¹
0.1, ¹ åôåêòèâíiøîþ, íåçâàæàþ÷è íà áiëüøèé ÷àñ íàâ÷àííÿ.

Êëþ÷îâi ñëîâà: øòó÷íà íåéðîííà ìåðåæà, ãëèáîêå íàâ÷àííÿ, dropout, ReLU, îáðîáêà
ôiíàíñîâèõ äàíèõ, âèÿâëåííÿ øàõðàéñòâà.

1. Âñòóï

Êiëüêiñòü áåçãîòiâêîâèõ îïåðàöié ó ñâiòi çðîñòà¹, çîêðåìà é â Óêðà¨íi. Íà ðèñ. 1
çîáðàæåíî ñïiââiäíîøåííÿ ìiæ óñiìà âèäàìè áåçãîòiâêîâèõ îïåðàöié i òàêèìè, ùî
áóëè âèêîíàíi çà äîïîìîãîþ ïëàòiæíèõ êàðòîê. Çà äàíèìè Íàöiîíàëüíîãî áàíêó
Óêðà¨íè (ÍÁÓ) ñòàíîì íà 2021 ðiê â Óêðà¨íi ÷àñòêà áåçãîòiâêîâèõ îïåðàöié ç
âèêîðèñòàííÿì ïëàòiæíèõ êàðòîê çà êiëüêiñòþ ñÿãàëà 90,1%, à â 2023 çðîñëà äî
93,5% [1].

Çi çáiëüøåííÿì êiëüêîñòi òàêèõ îïåðàöié, çðîñòà¹ é ðèçèê àíîìàëié ñåðåä íèõ,
çîêðåìà øàõðàéñòâà. Çà äàíèìè ÍÁÓ ó 2023 ðîöi ñóìà çáèòêiâ íàäàâà÷iâ ïëàòiæíèõ
ïîñëóã, òîðãîâöiâ i êëi¹íòiâ âiä øàõðàéñòâà ñòàíîâèëà 833 ìëí ãðí, ùî íà 73% áiëüøå
íiæ ó ïîïåðåäíüîìó ðîöi.

Âàæëèâîþ ñêëàäîâîþ áóäü-ÿêî¨ ñèñòåìè íàäàâà÷à ïëàòiæíèõ ïîñëóã, çîêðåìà
áàíêó, ¹ êîìïëåêñ çàõîäiâ äëÿ ìiíiìiçàöi¨ âòðàò ÷åðåç áîðîòüáó ç íåëåãàëüíèìè
ôiíàíñîâèìè îïåðàöiÿìè. Äëÿ öüîãî âèêîðèñòîâóþòü ñèñòåìè âèÿâëåííÿ øàõðàé-
ñòâà. Òðàäèöiéíi àëãîðèòìè çàõèñòó íàäiéíi, àëå ìàþòü îáìåæåííÿ. Íàïðèêëàä,
íàáið óìîâ, çà âèêîíàííÿ ÿêèõ îïåðàöiþ ìîæíà ââàæàòè øàõðàéñüêîþ, ¹ ñòàòè÷íèì,
òîáòî ó âèïàäêó âèÿâëåííÿ íîâîãî ìåòîäó ïðîâåäåííÿ íåëåãàëüíî¨ îïåðàöi¨ ó òàêó
ñèñòåìó ïîòðiáíî äîäàòè íîâi ïðàâèëà, ùîá âîíè ïî÷àëè ïðàöþâàòè.

Iç ðîçâèòêîì øòó÷íîãî iíòåëåêòó, à òàêîæ çi çáiëüøåííÿì îá÷èñëþâàëüíèõ
ïîòóæíîñòåé êîìï'þòåðiâ, ïëàòiæíi ïðîâàéäåðè îòðèìàëè ìîæëèâiñòü áóäóâàòè
ñèñòåìè âèÿâëåííÿ øàõðàéñòâà, âèêîðèñòîâóþ÷è ìîäåëi ìàøèííîãî íàâ÷àííÿ.
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Ðèñ. 1. Ñïiââiäíîøåííÿ ìiæ áåçãîòiâêîâèìè òà êàðòêîâèìè îïåðàöiÿìè

Ïðîãíîçóâàííÿ øàõðàéñüêèõ îïåðàöié ¹ çàäà÷åþ êëàñèôiêàöi¨, òîáòî, âèêîðèñòîâó-
þ÷è çàäàíèé íàáið ïàðàìåòðiâ, ñèñòåìà ìà¹ âèçíà÷èòè, ÷è ¹ êîíêðåòíà îïåðàöiÿ øàõ-
ðàéñüêîþ, ÷è ëåãàëüíîþ. Äî òàêî¨ çàäà÷i ìîæíà çàñòîñóâàòè àëãîðèòìè ìàøèííîãî
íàâ÷àííÿ, ÿêi çìîæóòü âèÿâëÿòè ñêëàäíi çàëåæíîñòi ìiæ ïàðàìåòðàìè é åôåêòèâíî
êëàñèôiêóâàòè îïåðàöi¨.

2. Îãëÿä iñíóþ÷èõ äîñëiäæåíü

Ó íàïðÿìêó áîðîòüáè ç íåëåãàëüíèìè ôiíàíñîâèìè îïåðàöiÿìè âiäáóâà¹òüñÿ
áàãàòî äîñëiäæåíü. Íàïðèêëàä, ó [2] àâòîð âèêîíàëà ïîðiâíÿííÿ òðüîõ ìîäåëåé
ìàøèííîãî íàâ÷àííÿ, ÿêi áàçóâàëèñÿ íà òàêèõ àëãîðèòìàõ: âèïàäêîâèé ëiñ [3], XG-
Boost [15], LightGBM [8]. Äëÿ ïîðiâííÿ áóëî îáðàíî âåëèêèé çà îáñÿãîì íàáið äàíèõ
� 1.3 ÃÁ, ïðîâåäåíî éîãî àíàëiç i ïîïåðåäíþ îáðîáêó, çîêðåìà áàëàíñóâàííÿ.

Ó ïðàöi [5] àâòîðè çàïðîïîíóâàëè âèêîðèñòîâóâàòè çãîðòêîâó ãëèáîêó íåéðîííó
ìåðåæó, ÿêó íàòðåíóâàëè íà 5 ìëí òðàíçàêöié, 0,12% iç ÿêèõ áóëè øàõðàéñüêèìè.
Îäíàê äëÿ îöiíêè åôåêòèâíîñòi ñòâîðåíî¨ ìîäåëi áóëî âèêîðèñòàíî ¹äèíó ìåòðèêó
òî÷íîñòi (accuracy), ÿêà, ó âèïàäêó ç íåçáàëàíñîâàíèì íàáîðîì äàíèõ ¹ íåäîñòàò-
íüîþ äëÿ îöiíêè ÿêîñòi.

Ó äîñëiäæåííi [7] äëÿ âèÿâëåííÿ øàõðàéñüêèõ îïåðàöié àâòîðè ïîáóäóâàëè òðè
íåéðîííi ìåðåæi ç ðiçíîþ êiëüêiñòþ ïðèõîâàíèõ øàðiâ, ïîðiâíÿëè ¨õíþ åôåêòèâ-
íiñòü, âèêîðèñòîâóþ÷è ìåòðèêó F -score

F -score =
2 ∗ precision ∗ recall
precision+ recall

, (1)

äå precision òà recall

precision =
TP

TP + FP
, (2)

recall =
TP

TP + FN
. (3)

Òóò çíà÷åííÿ TP (true-positive), FP (false-positive, ïîìèëêà ïåðøîãî òèïó) òà FN
(false-negative, ïîìèëêà äðóãîãî òèïó) � îòðèìàíi ç ìàòðèöi íåâiäïîâiäíîñòåé (ðèñ. 2).

Íàáið äàíèõ áóâ ñóòò¹âî ìåíøèì, íiæ ó ïîïåðåäíiõ ïðàöÿõ, ëèøå 284807 òðàíçàê-
öié. Íàéëiïøèé ðåçóëüòàò ïðîäåìîíñòðóâàëà ìåðåæà ç äâîìà ïðèõîâàíèìè øàðàìè
� 85%.

Ó ùå îäíié ïðàöi, ïðèñâÿ÷åíié äîñëiäæåííþ âèÿâëåííÿ íåëåãàëüíèõ ôiíàíñîâèõ
îïåðàöié, ïðîäåìîíñòðîâàíî âèêîðèñòàííÿ ãiáðèäíî¨ àíñàìáëåâî¨ ìîäåëi ìàøèííîãî
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Ðèñ. 2. Ìàòðèöÿ íåâiäïîâiäíîñòåé

íàâ÷àííÿ [12]. Äëÿ ïîáóäîâè òàêî¨ ìîäåëi àâòîðè âèêîðèñòàëè âèïàäêîâèé ëiñ òà
àëãîðèòì Adaboost [11] ÿê �ñëàáêèõ ó÷íiâ�, i, âèêîðèñòîâóþ÷è ïåðåäáà÷åííÿ êîæíî¨ ç
íèõ, îá÷èñëèëè îñòàòî÷íèé ðåçóëüòàò êîìáiíîâàíî¨ ìîäåëi. Íàâ÷àííÿ áóëî âèêîíàíî
íà äâîõ íàáîðàõ äàíèõ � ðåàëüíîìó òà ñèíòåòè÷íîìó, êîæåí iç ÿêèõ ìàâ ïî äâà
âàðiàíòè, îðèãiíàëüíèé � íåçáàëàíñîâàíèé, i çáàëàíñîâàíèé çà äîïîìîãîþ àëãîðèòìó
SMOTE. Îöiíêó åôåêòèâíîñòi ìîäåëi àâòîðè âèêîíàëè çà äîïîìîãîþ ìåòðèêè F-
score, à òàêîæ ïîðiâíÿëè ðåçóëüòàò êîìáiíîâàíî¨ ìîäåëi ç òèì, ÿêèé äàëè êîæåí
àëãîðèòì îêðåìî. Ó âèïàäêó çi çáàëàíñîâàíèì íàáîðîì äàíèõ, ãiáðèäíà ìîäåëü
ïðîäåìîíñòðóâàëà ðåçóëüòàò íà ïîíàä 10% ëiïøèé, íiæ íà íåçáàëàíñîâàíèõ äàíèõ.

Ó äîñëiäæåííi [10] àâòîðè ðîçãëÿíóëè âèäè øàõðàéñòâà ó ôiíàíñîâié ñôåði,
ïðîàíàëiçóâàëè ïðîáëåìè, ÿêi âèíèêàþòü ïiä ÷àñ ïðîãíîçóâàííÿ íåëåãàëüíèõ ôiíàí-
ñîâèõ îïåðàöié, à òàêîæ çàïðîïîíóâàëè iäåþ çàñòîñóâàííÿ ãåíåòè÷íèõ àëãîðèòìiâ
äëÿ ïîøóêó îïòèìàëüíèõ ïàðàìåòðiâ ïðè ïîáóäîâi åôåêòèâíî¨ ìîäåëi íà îñíîâi
øòó÷íèõ íåéðîííèõ ìåðåæ, çîêðåìà âèáîðó òîïîëîãi¨ ìåðåæi, êiëüêîñòi ïðèõîâàíèõ
øàðiâ i êiëüêîñòi íåéðîíiâ.

3. Ïîáóäîâà íåéðîííî¨ ìåðåæi

Áóäå çàïðîïîíîâàíî ìîäåëü, ïîáóäîâàíó íà îñíîâi øòó÷íî¨ íåéðîííî¨ ìåðåæi
äëÿ âèÿâëåííÿ øàõðàéñüêèõ ôiíàíñîâèõ îïåðàöié. Ó ïðîöåñi íàâ÷àííÿ ìîäåëi áóäå
çàñòîñîâàíî ìåòîä âèêëþ÷åííÿ (dropout), ÿêèé äîïîìîæå çàïîáiãòè ïåðåíàâ÷àííþ
[6]. Ñóòü ìåòîäó âèêëþ÷åííÿ ïîëÿãà¹ ó òîìó, ùî â ïðîöåñi íàâ÷àííÿ iç çàãàëüíî¨
ìåðåæi âèáèðà¹òüñÿ ïiäìåðåæà, äëÿ ÿêî¨ âèêîíó¹òüñÿ íàâ÷àííÿ. Âèáið íåéðîíiâ
âèêîíó¹òüñÿ iç çàçíà÷åíîþ iìîâiðíiñòþ (êîåôiöi¹íòîì äðîïàóòà).

Äëÿ íàâ÷àííÿ òà âàëiäóâàííÿ ìîäåëi áóäå âèêîðèñòàíî ñèíòåòè÷íèé íàáið äàíèõ.
Êðiì òîãî, äëÿ ïåðåâiðêè åôåêòèâíîñòi ïîáóäîâàíî¨ íåéðîííî¨ ìåðåæi áóäå âèêîðèñ-
òàíî ìåòðèêè precision (2), recall (3) òà F -score (1).

3.1. Îïèñ i àíàëiç íàáîðó äàíèõ

Íàáið äàíèõ áóëî çàâàíòàæåíî ç ïëàòôîðìè Kaggle [9]. Äàòàñåò ¹ ñèìóëÿöi¹þ
ôiíàíñîâèõ îïåðàöié, ÿêi âiäáóâàëèñÿ ïðîòÿãîì 30 äíiâ, ìiñòèòü áiëüøå 6-òè ìëí
îïåðàöié ðiçíèõ òèïiâ, ñåðåä ÿêèõ ëèøå 0,13% ¹ øàõðàéñüêèìè. Îòæå, íàáið ¹
íåçáàëàíñîâàíèì, áî êëàñ áiëüøîñòi ñóòò¹âî ïåðåâàæà¹ íàä êëàñîì ìåíøîñòi.
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Ó öüîìó íàáîði äàíèõ ñóòü øàõðàéñòâà ïîëÿãà¹ ó òàêîìó: çëîâìèñíèê ðîáèòü
ïåðåêàç iç ðàõóíêà æåðòâè íà ñâié âëàñíèé ðàõóíîê, à òîäi íàìàãà¹òüñÿ çíÿòè ç
íüîãî ãîòiâêó.

Íà ïiäñòàâi àíàëiçó íàáîðó äàíèõ, áóëî âèÿâëåíî òàêi îñîáëèâîñòi:

• øàõðàéñüêi îïåðàöi¨ íàÿâíi ëèøå äëÿ îïåðàöié TRANSFER òà CASH-OUT;
• äëÿ õàðàêòåðèñòèêè isF laggedFraud çíà÷åííÿ 1 âñòàíîâëåíî ëèøå äëÿ ïåðåêà-
çiâ (TRANSFER) ó êiëüêîñòi 16 îïåðàöié; ñåðåä îïåðàöié, ÿêi ïîçíà÷åíi íóëåì
� íàÿâíi òàêi, äå ñóìà ¹ áiëüøîþ íiæ 200,000, à òîìó ìîæíà ïðèïóñòèòè, ùî
ïiä ÷àñ âñòàíîâëåííÿ çíà÷åíü öi¹¨ õàðàêòåðèñòèêè áóëè äîïóùåíi ïîìèëêè;

• ñåðåä çàïèñiâ íàÿâíà âåëèêà êiëüêiñòü óíiêàëüíèõ ðàõóíêiâ iíiöiàòîðiâ
(> 2,5ìëí) òà îòðèìóâà÷iâ (> 0.5ìëí);

• òàêîæ áóëî âèÿâëåíî, ùî ñåðåä øàõðàéñüêèõ îïåðàöié ìàéæå ïîëîâèíà ìiñòèòü
íóëüîâi çíà÷åííÿ áàëàíñiâ ðàõóíêiâ iíiöiàòîðà òà îòðèìóâà÷à, ùî ìîæå áóòè
îçíàêîþ çàáëîêîâàíî¨ îïåðàöi¨ òà ïîìèëêîþ.

Ðèñ. 3. Êîðåëÿöiéíà ìàòðèöÿ

Íàáið äàíèõ áóëî î÷èùåíî òà äîïîâíåíî. Çîêðåìà, âèêëþ÷åíî óñi òèïè îïåðàöié,
ñåðåä ÿêèõ íåìà¹ øàõðàéñüêèõ, îñêiëüêè, ÿêùî íàâ÷èòè ìîäåëü íà òàêèõ äàíèõ, òî
ïiä ÷àñ ïðîãíîçóâàííÿ âîíà çàâæäè êëàñèôiêóâàòèìå öi òèïè îïåðàöié, ÿê ëåãàëüíi.
Âèëó÷åíî õàðàêòåðèñòèêó isF laggedFraud, áî çíà÷åííÿ 1 íàÿâíå ëèøå äëÿ 16
îïåðàöié à íåïîçíà÷åíi, òîáòî òi, ùî ìàþòü çíà÷åííÿ 0 � íå çàäîâîëüíÿþòü ïðàâèëî.
Ïðèáðàíî õàðàêòåðèñòèêè, ùî âiäïîâiäàþòü çà íîìåðè ðàõóíêiâ îáîõ ñòîðií îïåðàöié
� iíiöiàòîðà (nameOrg) òà îòðèìóâà÷à (nameDest), áî öå êàòåãîðiàëüíà âëàñòèâiñòü,
ÿêó ïîòðiáíî ïåðåòâîðèòè ó ÷èñëîâó, ùî ïîðîäèòü íàäçâè÷àéíî âåëèêó êiëüêiñòü
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äîäàòêîâèõ õàðàêòåðèñòèê ó íàáîði. Çíà÷åííÿ êàòåãîðiàëüíî¨ âëàñòèâîñòi type
ïåðåòâîðåíî ó ÷èñëîâi, äå TRANSFER � 0, CASH-OUT � 1. Äîäàíî íîâi âëàñòèâîñòi,
êîæíà ç ÿêèõ ïîçíà÷à¹ âiäïîâiäíó ïîìèëêó â áàëàíñi iíiöiàòîðà é îòðèìóâà÷à.

Êðiì òîãî, óâåñü íàáið äàíèõ áóëî íîðìàëiçîâàíî. Ñïèñîê õàðàêòåðèñòèê ïiñëÿ
îáðîáêè ïîäàíî ó òàáë. 1.

Òàáëèöÿ 1

Ñïèñîê õàðàêòåðèñòèê ïiñëÿ îáðîáêè

Íàçâà ïîëÿ Îïèñ

step
Êiëüêiñòü ãîäèí, ùî ïðîéøëè âiä ïî÷àòêó ñèìóëÿ-
öi¨: 1, 2, 3, 4, 5, . . .

type Òèï îïåðàöi¨: CASH-OUT, TRANSFER
amount Ñóìà îïåðàöi¨
old_balance_orig Áàëàíñ íà ðàõóíêó iíiöiàòîðà ïåðåä îïåðàöi¹þ
new_balance_orig Áàëàíñ íà ðàõóíêó iíiöiàòîðà ïiñëÿ îïåðàöi¨
old_balance_dest Áàëàíñ íà ðàõóíêó îòðèìóâà÷à ïåðåä îïåðàöi¹þ
new_balance_dest Áàëàíñ íà ðàõóíêó îòðèìóâà÷à ïiñëÿ îïåðàöi¨
is_fraud 1 � îïåðàöiÿ øàõðàéñüêà, 0 � ëåãàëüíà

err_balance_orig
Áiëüøå íiæ 0 � íàÿâíà ïîìèëêà ó áàëàíñi iíiöiàòî-
ðà, 0 � ïîìèëêè íåìà¹

err_balance_dest
Áiëüøå íiæ 0 � íàÿâíà ïîìèëêà ó áàëàíñi îòðèìó-
âà÷à, 0 � ïîìèëêè íåìà¹

Ó ïiäñóìêó, îòðèìàëè íàáið äàíèõ, ÿêèé ìiñòèòü > 2, 7 ìëí îïåðàöié äâîõ òèïiâ �
TRANSFER òà CASH-OUT, ç ÿêèõ 0,3% ¹ øàõðàéñüêèìè, ùî íà 0,17% áiëüøå íiæ
ìiñòèâ îðèãiíàëüíèé íàáið.

Êîðåëÿöiéíà ìàòðèöÿ ïiäòâåðäæó¹, ÿê êîæíà õàðàêòåðèñòèêà ó íàáîði êîðåëþ¹
ç iíøèìè (ðèñ. 3). Äëÿ êîæíî¨ ïàðè õàðàêòåðèñòèê âèçíà÷åíî ÷èñëî âiä −1 äî 1, äå
−1 � ñèëüíà íåãàòèâíà êîðåëÿöiÿ, 1 � ñèëüíà ïîçèòèâíà, 0 � êîðåëÿöi¨ íåìà¹.

3.2. Íåéðîííà ìåðåæà

Íåõàé ìà¹ìî ôóíêöiþ îá÷èñëåííÿ ðåçóëüòàòó íåéðîíà ó øòó÷íié íåéðîííié
ìåðåæi

yj =

n∑
i=1

xiwi,

äå yj � âèõiäíå çíà÷åííÿ íåéðîíà j; n � êiëüêiñòü íåéðîíiâ íà ïîïåðåäíüîìó øàði;
wi � âàãà i-ãî íåéðîíà íà ïîïåðåäíüîìó øàði; xi � âõiäíå çíà÷åííÿ äëÿ i-ãî íåéðîíà
íà ïîïåðåäíüîìó øàði. Ðåçóëüòàò àêòèâàöi¨ íåéðîíà ìîæíà çàïèñàòè òàê:

rj = f(yj). (4)

Òóò f(yj) � ôóíêöiÿ àêòèâàöi¨ j-ãî íåéðîíà, çàñòîñîâàíà äî ðåçóëüòàòó yj .
Ìîäåëü íà îñíîâi øòó÷íî¨ íåéðîííî¨ ìåðåæi ñêëàäà¹òüñÿ ç âõiäíîãî øàðó, ÿêèé

ìiñòèòü 9 íåéðîíiâ, ïåðøîãî i äðóãîãî ïðèõîâàíèõ � 11 òà 5 íåéðîíiâ, âiäïîâiäíî, òà
âèõiäíîãî � 1 íåéðîí (ðèñ. 4). Êiëüêiñòü ïðèõîâàíèõ øàðiâ i íåéðîíiâ áóëî ïiäiáðàíî
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Ðèñ. 4. Ñòðóêòóðà íåéðîííî¨ ìåðåæi

åìïiðè÷íèì ìåòîäîì. Áóëî ïåðåâiðåíî êiëüêà âàðiàíòiâ ñòðóêòóðè ìåðåæi òà âèáðàíî
òîé, ÿêèé ïðîäåìîíñòðóâàâ íàéëiïøèé ðåçóëüòàò.

Äî ïåðøîãî ïðèõîâàíîãî øàðó çàñòîñîâàíî òåõíiêó Dropout. Éîãî âèêîðèñòàííÿ
äîïîìàãà¹ çàïîáiãòè ïåðåíàâ÷àííþ, à òàêîæ, ïðèøâèäøó¹ íàâ÷àííÿ ìîäåëi. Ìåòîä
âèêëþ÷åííÿ íåéðîíiâ ìîæíà çàïèñàòè òàêèì ñïîñîáîì:

ŵj =

{
wj , ç iìîâiðíiñòþ 1− P,

0, ó iíøîìó âèïàäêó,

äå P � iìîâiðíiñòü òîãî, ùî íåéðîí áóäå âèëó÷åíî; wj � âàãà j-ãî íåéðîíà ó ìåðåæi,
òà ŵj � âàãà j-ãî íåéðîíà ó ìåðåæi ïiñëÿ çàñòîñóâàííÿ ìåòîäó. Ôóíêöi¹þ àêòèâàöi¨
íåéðîíà ç ôîðìóëè (4) äëÿ êîæíîãî ïðèõîâàíîãî øàðó ¹ ReLU (recti�ed linear unit)

f(y) =

{
y, ÿêùî y > 0,

0, ó iíøîìó âèïàäêó.

Íàâåäåíà ôóíêöiÿ ¹ óíiâåðñàëüíîþ òà íå ïîòðåáó¹ âåëèêèõ îá÷èñëþâàëüíèõ ïîòóæ-
íîñòåé. Âîíà àêòèâó¹ ëèøå îêðåìi íåéðîíè, çàëèøàþ÷è iíøi íåàêòèâíèìè. Çàâäÿêè
öüîìó çíèæó¹òüñÿ ðèçèê ïåðåíàâ÷àííÿ.

Îñêiëüêè ìè íàìàãà¹ìîñÿ ðîçâ'ÿçàòè çàäà÷ó áiíàðíî¨ êëàñèôiêàöi¨ çà äîïîìîãîþ
íåéðîííî¨ ìåðåæi ç îäíèì íåéðîíîì ó âèõiäíîìó øàði, òî äëÿ éîãî àêòèâàöi¨ äîáðå
ïiäiéäå ñèãìî¨äàëüíà ôóíêöiÿ

f(y) =
1

1 + e−y
.

Äëÿ îá÷èñëåííÿ âòðàò ïiä ÷àñ íàâ÷àííÿ ðîçðîáëåíî¨ ìîäåëi áóëî âèêîðèñòàíî
ôóíêöiþ BCELoss (Binary Cross Entropy Loss)

l = − 1

N

N∑
i=1

[yi log pi + (1− yi) log (1− pi)]. (5)

Òóò N � êiëüêiñòü ðÿäêiâ ó íàáîði äàíèõ; yi � ðåàëüíå çíà÷åííÿ äëÿ i-ãî ðÿäêà; pi �
ïåðåäáà÷åíå çíà÷åííÿ äëÿ i-ãî ðÿäêà [14].
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Ðèñ. 5. Ãðàôiê âòðàò ïiä ÷àñ òðåíóâàííÿ ìîäåëi (dropout = 0.1)

3.3. Íàâ÷àííÿ òà îöiíêà åôåêòèâíîñòi ìîäåëi

Åêñïåðèìåíòè ç íàâ÷àííÿ òà âàëiäóâàííÿ ìåðåæi âiäáóâàëèñÿ íà êîìï'þòåði çi
ñèñòåìîþ íà êðèñòàëi (SoC) Apple M1 ç ìàêñèìàëüíîþ ÷àñòîòîþ 3,2 GHz òà 16
GB îïåðàòèâíî¨ ïàì'ÿòi. Íàâ÷àëüíi äàíi áóëî ðîçäiëåíî íà ãðóïè ïî 2048 ðÿäêiâ ó
êîæíié. Äëÿ êîæíî¨ òàêî¨ ãðóïè áóëî îá÷èñëåíî âòðàòè çà äîïîìîãîþ ôóíêöi¨ (5).

Äëÿ òðåíóâàííÿ ìîäåëi øòó÷íî¨ íåéðîííî¨ ìåðåæi íàáið äàíèõ ðîçäiëèëè íà
òðåíóâàëüíó � 70%, òà âàëiäàöiéíó ÷àñòèíó � 30%. Êiëüêiñòü åïîõ âñòàíîâëåíî ó 80,
øâèäêiñòü íàâ÷àííÿ � 0,005. Âèáðàíî ï'ÿòü ðiçíèõ dropout êîåôiöi¹íòiâ � 0,1, 0,2,
0,3, 0,4 i 0,5, òà íàòðåíîâàíî âiäïîâiäíó êiëüêiñòü ìîäåëåé. Ïiäáið ãiïåðïàðàìåòðiâ
âiäáóâàâñÿ åêñïåðèìåíòàëüíèì ñïîñîáîì. Çàãàëüíèìè âòðàòàìè ìåðåæi íà êîæíié
iòåðàöi¨ ¹ ñåðåäí¹ àðèôìåòè÷íå çíà÷åííÿ âòðàò äëÿ êîæíî¨ ãðóïè ç òðåíóâàëüíîãî
íàáîðó äàíèõ. Íà ðèñ. 5 ïðîäåìîíñòðîâàíî ãðàôiê ôóíêöi¨ âòðàò äëÿ ìîäåëi ç
dropout êîåôiöi¹íòîì, ùî äîðiâíþ¹ 0,1.

Äëÿ îöiíêè åôåêòèâíîñòi íàòðåíîâàíî¨ íåéðîííî¨ ìåðåæi áóëî âèêîðèñòíî ìàòðè-
öþ íåâiäïîâiäíîñòåé (ðèñ. 6). Íà ¨¨ ïiäñòàâi áóëî îá÷èñëåíî precision (2) � âiäñîòîê
îïåðàöié ïîçèòèâíîãî êëàñó, ÿêi ìîäåëü ïåðåäáà÷èëà ÿê îá'¹êò ïîçèòèâíîãî êëàñó,
áóëè íàñïðàâäi ç öüîãî êëàñó

precision =
2284

2284 + 103
≈ 0.956,

recall (3) � âiäñîòîê îïåðàöié ïîçèòèâíîãî êëàñó áóëî ïåðåäáà÷åíî ïðàâèëüíî ñåðåä
îá'¹êòiâ öüîãî êëàñó

recall =
2284

2284 + 129
≈ 0.946,

òà F -score (1) � ñåðåäí¹ ãàðìîíiéíå çíà÷åííÿ ìiæ precision òà recall

F -score =
2 ∗ precision ∗ recall
precision+ recall

=
2 ∗ 0.956 ∗ 0.946
0.956 + 0.946

≈ 0.951.

Äëÿ ïîðiâíÿííÿ åôåêòèâíîñòi çàïðîïîíîâàíî¨ ìîäåëi âèêîðèñòàëè òðè iíøi àëãî-
ðèòìè ìàøèííîãî íàâ÷àííÿ � ìåòîä îïîðíèõ âåêòîðiâ [4], ëîãiñòè÷íó ðåãðåñiþ [13] i
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Ðèñ. 6. Ìàòðèöÿ íåâiäïîâiäíîñòåé (dropout = 0.1)

âèïàäêîâèé ëiñ. Íàâ÷àííÿ ìîäåëåé ïðîâåëè íà òîìó æ íàáîði äàíèõ ç òàêèì ñàìèì
ðîçïîäiëîì íà òðåíóâàëüíi òà âàëiäàöiéíi âèáiðêè.

Äëÿ îöiíêè åôåêòèâíîñòi áóëî âèêîðèñòàíî òó ñàìó ìåòðèêó F -score. Ðåçóëüòàòè
ïîðiâíÿííÿ ïîäàíî ó òàáë. 2.

Òàáëèöÿ 2

Precision Recall F -score
Learning
time,
seconds

dropout

SVM 0.870 0.485 0.623 3860.47 -
Logistic
Regression

0.913 0.485 0.633 3.16 -

Random
Forest

0.999 0.479 0.647 7 -

ANN 0.956 0.946 0.951 1370.89 0.1
ANN 0.914 0.905 0.91 1290.60 0.2
ANN 0.855 0.922 0.888 1025.00 0.3
ANN 0.906 0.874 0.890 1019.05 0.4
ANN 0.905 0.471 0.619 1011.23 0.5

Iç îòðèìàíèõ ðåçóëüòàòiâ ìîæíà çðîáèòè âèñíîâîê, ùî ìåòîä îïîðíèõ âåêòîðiâ
ïîãàíî ñïðàâèâñÿ ç íåçáàëàíñîâàíèì íàáîðîì äàíèõ, à òàêîæ éîãî ÷àñ íàâ÷àííÿ
òðèâàëèé. Ëîãiñòè÷íà ðåãðåñiÿ âèÿâèëà êðàùi ðåçóëüòàòè çà ìåòðèêîþ precision,
îäíàê recall � íà òàêîìó æ ðiâíi. Àëå âåëèêîþ ïåðåâàãîþ ¹ òå, ùî íàâ÷àííÿ
çàéíÿëî ñóòò¹âî ìåíøå ÷àñó � ëèøå 3,16 ñåêóíä. Âèïàäêîâèé ëiñ ïðîäåìîíñòðóâàâ
ùå ëiïøèé ðåçóëüòàò çà ìåòðèêîþ precision � 0,999, àëå recall òðîõè íèæ÷èé, íiæ
ó äâîõ ïîïåðåäíiõ. ×àñ íàâ÷àííÿ, ÿê i ó ïîïåðåäíié ìîäåëi, ñóòò¹âî ëiïøèé, íiæ ó
ìåòîäó îïîðíèõ âåêòîðiâ.

Íà ïðîòèâàãó òðüîì íàâåäåíèì àëãîðèòìàì, çàïðîïîíîâàíà ìîäåëü íà îñíîâi
øòó÷íî¨ íåéðîííî¨ ìåðåæi ç dropout êîåôiöi¹íòîì, ùî äîðiâíþ¹ 0,1, ïðîäåìîíñòðó-
âàëà äóæå âèñîêi ðåçóëüòàòè: precision � 0,956, recall � 0,946 òà, âiäïîâiäíî, ñåðåäí¹
ãàðìîíiéíå çíà÷åííÿ � 0,951. ×àñ íàâ÷àííÿ äîâøèé, íiæ ó âèïàäêîâîãî ëiñó òà
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ëîãiñòè÷íî¨ ðåãðåñi¨, àëå ñóòò¹âî íèæ÷èé íiæ ó ìåòîäó îïîðíèõ âåêòîðiâ. Êðiì òîãî,
àíàëîãi÷íi ìîäåëi ç iíøèìè dropout êîåôiöi¹íòàìè âèÿâèëè íèæ÷i ðåçóëüòàòè. Iç
ïîðiâíÿííÿ ìîäåëåé ANN ó òàáë. 2 âèäíî, ùî çi çáiëüøåííÿì dropout êîåôiöi¹íòà,
çìåíøó¹òüñÿ çíà÷åííÿ F-score, òîáòî çáiëüøåííÿ éìîâiðíîñòi âèëó÷åííÿ íåéðîíà ïiä
÷àñ íàâ÷àííÿ íåãàòèâíî âïëèâà¹ íà ÿêiñü ðåçóëüòàòó.

4. Âèñíîâêè

Ðîçãëÿíóòî ïðîáëåìó øàõðàéñòâà ó ôiíàíñîâèõ îïåðàöiÿõ. Íàñòóïíèì êðîêîì
áóëî ðîçãëÿíóòî iñíóþ÷i äîñëiäæåííÿ, â ÿêèõ àâòîðè çàïðîïîíóâàëè ðiçíi àëãîðèòìè
ìàøèííîãî íàâ÷àííÿ äëÿ ïîáóäîâè ìîäåëåé äëÿ âèÿâëåííÿ íåëåãàëüíèõ ôiíàíñîâèõ
îïåðàöié.

Êðiì òîãî, çàïðîïîíîâàíî ìîäåëü íà îñíîâi øòó÷íî¨ íåéðîííî¨ ìåðåæi ç âèêî-
ðèñòàííÿì ìåòîäó âèêëþ÷åííÿ íåéðîíiâ. Äëÿ òðåíóâàííÿ ïiäiáðàíî íàáið äàíèõ,
ïðîâåäåíî àíàëiç i ïîïåðåäíþ îáðîáêó. Íàòðåíîâàíî òà ïðîâàëiäîâàíî ï'ÿòü ìîäåëåé
ç ðiçíèìè dropout êîåôiöi¹íòàìè, à òàêîæ âèêîíàíî ïîðiâíÿííÿ ¨õíüî¨ åôåòèâíîñòi
ìiæ ñîáîþ òà ç ïîïóëÿðíèìè àëãîðèòìàìè ìàøèííîãî íàâ÷àííÿ � âèïàäêîâèì ëiñîì,
ìåòîäîì îïîðíèõ âåêòîðiâ i ëîãiñòè÷íîþ ðåãðåñi¹þ.

Íà ïiäñòàâi äîñëiäæåííÿ îòðèìàëè âèñîêó òî÷íiñòü çàïðîïîíîâàíî¨ øòó÷íî¨
íåéðîííî¨ ìåðåæi, íåçâàæàþ÷è íà íåçáàëàíñîâàíèé íàáið äàíèõ.
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EFFECTIVENESS OF ARTIFICIAL NEURAL NETWORKS
FOR DETECTING ANOMALIES IN FINANCIAL

TRANSACTIONS

Y. Lisovskyi
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Arti�cial neural networks (ANNs) allow for e�ective detection of complex dependencies
between features in data sets. The paper proposes a four-layer arti�cial neural network
model for detecting elements of fraud among �nancial transactions. The dropout method
is applied to the �rst hidden layer, which accelerates network training and reduces the risk
of its over�tting. The ReLU function is used to activate neurons. Training, validation,
and testing of ANN models were carried out on a synthetic dataset downloaded from
the Kaggle platform. The e�ciency was calculated for �ve models with di�erent dropout
coe�cients using the precision, recall, and F -score metrics. The model analysis results
were compared with each other and with three machine learning algorithms � Support
Vector Machine, Logistic Regression, and Random Forest. The results demonstrate that
the machine learning model based on ANNs with a dropout coe�cient of 0.1 is more
e�cient, despite the longer training time.

Key words: arti�cial neural network, deep learning, dropout, ReLU, �nancial operation
data processing, fraud detection.


