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This paper addresses the development and study of iterative methods for solving non-
linear least squares problems that avoid the direct computation of matrix inverses. Specif-
ically, we investigate successive, synchronous, and asynchronous strategies for approxi-
mating the inverse operator within the Gauss-Newton method, the secant method, and
a method with third-order convergence. We present the theoretical foundations of these
approaches, including their convergence conditions, and provide details on how they can
be implemented in parallel computing environments. Numerical experiments on a series of
benchmark problems illustrate the comparative performance of each method variant. In
particular, we show that methods using asynchronous approximation of the inverse oper-
ator often converge in fewer iterations and with reduced computational time compared to
both their synchronous and successive counterparts.
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1. INTRODUCTION

A nonlinear least squares problem is a powerful tool for solving a wide range of applied
problems. These problems arise, in particular, when solving overdetermined systems
of equations, building nonlinear regression models, estimating parameters of physical
processes from experimental data, testing hypotheses in mathematical statistics, and
controlling objects or processes [3].

The Gauss-Newton method is one of the most widely used techniques for solving such
problems. However, its application becomes significantly more complicated if computing
derivatives is difficult or infeasible. In these scenarios, the secant method can serve as
an effective alternative, as it only relies on function evaluations rather than derivatives.

Despite their popularity, many classic methods for solving least squares problems,
including the Gauss-Newton and secant methods, require computing an inverse matrix
(or solving an equivalent system), which can be both computationally expensive and nu-
merically unstable. To overcome this drawback, methods that approximate the inverse
operator for nonlinear least squares problems have been proposed. These methods allow
for finding approximate solutions without explicitly computing an inverse matrix. More-
over, they naturally lend themselves to parallel or asynchronous implementations, making
them particularly appealing for large-scale problems or problems with high performance
requirements.

In this work, we investigate the efficiency of iterative methods that use both syn-
chronous and asynchronous approximation of the inverse operator for nonlinear least
squares problems. We build these methods upon three primary algorithmic foundations:
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— The Gauss-Newton method;
The secant method;
— A method with third-order convergence.

By adapting each of these approaches to approximate the inverse operator rather than
compute it directly, we aim to mitigate numerical challenges and reduce overall compu-
tational costs. In addition, we show how parallel and asynchronous implementations can
further enhance efficiency by effectively distributing the required computations.

A synchronous parallel approximation typically involves updating the approximate
solution and the inverse-operator approximation in lock-step at each iteration; the next it-
eration begins only after both computations have finished. By contrast, an asynchronous
implementation allows these updates to occur without strict synchronization, letting each
update proceed whenever its data are ready. Consequently, asynchronous methods can
reduce idle time in multi-core or multi-processor environments, although at the cost of
more complex control schemes.

We carry out numerical experiments on test problems of varying complexity to assess
how effectively these methods address the nonlinear least squares problem:

1
min 5 F(x)" F(z), (1)

where F': R™ — R™ (m > n) is a residual function, assumed to be Frechet-differentiable
in z. We seek an x* such that

f@*) = min f(@), where f() = £ F(@)T F(a)

If f(z*) =0, then the problem has a zero residual; otherwise, the residual is nonzero.

Among the most common methods for solving (1) are the Gauss-Newton and
Levenberg-Marquardt methods [5], both of which require solving a system of linear
equations at each iteration. As an alternative, methods with successive and parallel
approximation of the inverse operator can be employed to avoid directly solving these
systems [10]. In general, these methods consist of two key parts:

1. Finding the approximate solution to (1);

2. Approximating the inverse operator needed in that solution step.

Many scientific and applied tasks are reduced to solving a nonlinear least squares
problem, further emphasizing the importance of robust and scalable methods. For in-
stance, in positioning based on distance measurements, one may seek the location of an
object z € R3 from measurements of distances to known points [3]. Another example
is fitting a nonlinear model y ~ f(x;0) by minimizing the sum of squared residuals for
a given dataset. One can also consider fitting geometric shapes (e.g., circles, ellipses,
spheres) to data in computational geometry or computer graphics. All these illustrate
the breadth and practical significance of nonlinear least squares problems.

In this paper, we focus on methods with synchronous and asynchronous approxi-
mation of the inverse operator. After providing the theoretical underpinnings of these
methods, we detail their numerical implementation and compare their effectiveness on a
variety of test problems. Our results highlight the notable advantages of asynchronous
schemes in particular, which often reduce idle CPU time and accelerate convergence
without requiring explicit matrix inversions.
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2. ANALYSIS OF METHODS WITH SYNCHRONOUS AND ASYNCHRO-
NOUS APPROXIMATION OF THE INVERSE OPERATOR

2.1. GAUSS-NEWTON METHOD

The Gauss-Newton method is one of the most popular methods for solving problem
(1). This method exhibits quadratic convergence in the case of zero residual. It is a
modification of Newton’s method and has the advantage that it does not require the
computation of second-order derivatives.

The iterative process of the classical Gauss-Newton method can be written as follow-

ing [3]:
Tpt1 = Tk — (F/(Ik)TF,(l’k))71 F/(Ik)TF(J}k), k=0,1,... (2)

Let us consider a method with successive approximation for solving the normal equa-
tion of the nonlinear least squares problem

F'(x)T F(x) = 0, (3)
built on the basis of the Gauss-Newton method:
Tpp1 = o — Ag J(z)" F(x), (4)

Aps1 = Ay 2B — J(zps1)” J(@ps1) Ak], k=0,1,... (5)

where F is the identity operator (identity matrix), J(z) = F'(z), and zg, Ao are initial
approximations to the exact solution z* of equation (3) and to the inverse operator
A = [J(x*)T J(x*)]~!, respectively. The process (4)—(5) consists of two branches,
executed successively one after the other.

The following theorem [9] provides the convergence conditions for the iterative process
(4) (5) in the case of zero residual F'(z*) = 0.

Theorem 1. Suppose the following conditions hold:

1. The problem (3) has a solution xz* with F(z*) = 0, and there exists A* =

[J(x*)T J(x*)]~! such that ||A*|| < B.

2. In the neighborhood Q. = {z : ||z — 2*|| < 7o}, the following estimates hold:
[F" @) < L, [IJ(2)" = J(@)"| < Ll —a*.

3. max{|[J ()|, | J(z*)"]|} < C.
4. 1
ho = max{K, C? + (B +19)> LK (2C + Lro)} < -
0

where
ro = max{||zg — z*||, | Ao — A*[|},

K=0C?+(B+19)(25LC+15L%r).

Then the sequences {x} and {Ax},k =0,1,..., converge to x* and A*, respectively,
and satisfy

* * 2k -1
re = max{ ||z — 2*||, |[Ax — A*||} < (horo) ro, k=0,1,... (6)
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Next, consider the iterative method for solving equation (3) described in [5], intended
for parallel computing processors that share memory. This process is defined as:

Th+1 :kaAk J(Ik)TF(Ik), (7)

Aps1 = Ay 2B — J(2p)" J (k) Ak], k=0,1,... (8)

where similarly g and Ay are initial approximations to the exact solution z* of (3) and
to the inverse operator A* = [J(z*)T J(2*)]~!, respectively. Like the previous method
(4)—(5), the method (7)—(8) also has two branches, but they can be executed in parallel.
In addition, computations on each branch can be further parallelized by using linear
algebra routines, such as those in the BLAS (Basic Linear Algebra Subprograms) and
LAPACK (Linear Algebra PACKage) libraries.

The sufficient convergence conditions for the method (7)—(8) are established in The-
orem 2.

Theorem 2. Suppose the following conditions hold:

1. The problem (3) has a solution z* with F(z*) = 0, and there exists A* =

[J(z*)T J(x*)]~! such that |A*|| < B.

2. In the neighborhood Q. = {z : ||x — 2*|| < ro}, the following estimates hold:

IF" (@) < L, ()" = J@)T]| < L]z~

3. max{|[J(z*)|l, [ J(z*)"]]} < C.
4.
ho = max{K ry, G} < 1,

where
ro = max{ |z — 2|, [[4o — A*[},

K=C?+(B+1)(25LC+15L%ry), G=C?rq+L(2C+ Lro)(B+r)°.

Then the sequences {xy} and {A;},k =0,1,... converge to x* and A*, respectively,
and there exist constants v, and 7y, such that the following estimates hold:

llen — 2| < R o, [[Ay — AT < B o, (9)

where
=t Yt -2, gi=c1+1, e =1,

1 1-
+2*/5 ~ 1.618, 1y = Qﬁ ~ —0.618.

The proof of this Theorem is carried out similar to the proof of theorem for nonlinear
equations given by A.Rooze [11].

Despite certain advantages of the method (7)—(8), it also has drawbacks. First, the
convergence rate decreases to approximately 1.618... < 2, which is lower than that
of the method (4)—(5). Second, the uneven distribution of computational load due to
the different numbers of computations in formulas (7) and (8) can lead to idle time on
one of the processors or threads. Nonetheless, despite not fully utilizing the available
computational resources during parallelization, the overall problem-solving time is still
expected to decrease.

t =
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To overcome these shortcomings, one can implement the computational process with-
out synchronizing computations across different processors. In this case, an asynchronous
version of the method (7)—(8) can be written as [5]:

;vZfll =y — Ag J(xZ““fl)T F(zfy), m=0,1,...,myu41 — 1, (10)

T

Appr = Ay 2B — J (a1 T (@) A], k=0,1,..., (11)

where 2" is the latest approximation to the exact solution z* of (3), for which the inverse
operator approximation Ay_; is applied, and z"* = x, = z) 4+1- Moreover, zg, Ag are
the initial approximations for z* and A*, respectively. This method implements an
asynchronous approximation of the inverse operator.

The main advantage of (10)—(11) over the parallel approximation of the inverse op-
erator (7)—(8) is that, on architectures with shared memory, processors do not remain
idle. In addition, the order of convergence of (10)—(11) equals 2, which exceeds the
convergence order of about 1.618 for the parallel approximation of the inverse operator
(7)—(8).

Sufficient convergence conditions for the iterative process (10)—(11) are given in the
next theorem.

Theorem 3. Suppose the following conditions hold:
1. The problem (3) has a solution x*, F(x*) = 0, and there exists

A= [T I

such that ||A*|| < B.
2. In the neighborhood Q, = {z : ||z — 2*|| < 7o}, the following estimates hold:

IF" (@)l <L, ()" = J(@)T]| < Lz -]
3. max{[|J(=*)|, [ 7(z*)" |} < C.

ho = max{K’ro, G} <1,
where
ro = max{|zo — 2|, Ao — A™[|},

K=C?+(B+19)(25LC+15L%ry), G=C?rq+ L (2C+ Lro) (B +19)>.

5. mp > Ny, N1 > 2; k=1,2,
Then the sequences {x} and {A;}, k =0,1,..., converge to z* and A*, respectively,
and satisfy

o (N141) (28-1)
= b
lzg —2*|| < h ro

, (12)
1A, — A% < B lrg, k=0,1,...

The estimates (12) indicate that the iterative process (10)—(11) has quadratic con-
vergence order [9].
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2.2. SECANT METHOD

In certain cases, due to the properties of nonlinear functions (for example, F' may be
non-differentiable), using the Gauss-Newton method to solve a nonlinear least squares
problem can be impossible. Then it is prudent to use alternative approaches, such as the
secant method, which does not require computing a derivative of the function.

In the general case, the secant method for solving a nonlinear least squares problem
can be presented as [6]:

LTht1 = Tk — (AgAk)il AzF(ka k:0717..., (].3)

where A = F(xk, g + o (Tp—1 — xk)), [, y; F] is the first-order divided difference of
F(z) at points = and y, ay, € [0, 1], oy is a nonincreasing sequence, and z_1, z( are given
initial values.

If o, = 1, then to find an approximate solution to problem (1), a secant method was
proposed as a modification of the Gauss-Newton method [7]:

—1
Tyl = Tp — ([xk,mk_l;F]T [T, Tp—1; F]) [xr, op_1; F]T F(xy), k=0,1,..., (14)

where z_1,29 € D are given initial approximations, and [z, z;_1; F] is the first-order
divided difference of F(z) at points xj and xp_1.

Like the Gauss-Newton method (2), the secant method (14) requires either computing
the inverse matrix or solving a system of linear equations to find the solution of the
nonlinear least squares problem. Thus, iterative methods with approximation of the
inverse operator can also be applied to this method.

One can approximate the inverse operator A~! of a linear operator A using Newton’s
method:

A1 =4, (2E—AAL), k=0,1,..., (15)

where E is the identity operator, and Ag is an initial approximation to A=! [12]. Ulm
also described a Newton method with successive approximation of the inverse operator
for solving the nonlinear equation

Th+1 = Tk — Ak F(xk), (16)
Ak+1 :Ak(2E—F/(.’Ek+1)Ak), kZO,].,...,
where Ay is the initial approximation of (F ’(a:*))_l, and zg is the initial approximation
to the exact solution of F(x) = 0.
The secant method with successive approximation of the inverse operator for solving
(1) can be written as [10]:

Tp+1 = vk — Ay, BE F(xy),

(17)
Apy1 = A, (2E — Bl Byy1 Ax), k=0,1,...,

where By = [zk, zrp—1; F]; x_1, 2o are given initial approximations to x.; Ao is the initial
approximation to (F'(z.)” F’(x*))_1 (e.g., Ao = (BT By)™!); and F is the identity
matrix. If By = F’'(xy), then one obtains a Gauss-Newton type method, which was
discussed in Section 2.1.
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We now examine the local convergence of (17) in the zero-residual case under classical
Lipschitz conditions for first-order divided differences.

For the divided-difference operator [z,y; F|, a Lipschitz condition with constant L
holds in domain D:

I, y; F] = [w,v; F]|| < L(llz —ul + lly = vll), Vo,y,u,v€D. (18)

Let U(xzg,7) = {z : ||z — x0|]| < r} be a sphere of radius r centered at xo. Then the
classical Lipschitz conditions can be expressed as follows:
1. The condition ||[z,y; F] — F'(zo)|| < L(|lz — ol + ly — 20l|) Vz,y € U(zo,r) is
called the central Lipschitz condition on U(zg,r) with Lipschitz constant L.
2. The condition ||F’(z¢)~! [z,z0; F] — I|| < L||lz — zo|| Yz € U(xo,7) is called the
radial Lipschitz condition on U(zg,r) with Lipschitz constant L.
Theorem 4. [10] Let F' be a nonlinear operator defined on an open convex set D C RP
with values in a Banach space R™. Suppose that
1. The problem (1) has a solution z* € D, F(z*) = 0, and there exists A* =
[F'(z*)T F'(2*)]~! such that
A" < B. (19)

2. In the closed sphere U(z*,r) = {z : ||z — z*| < ro}, where
ro = max{|[zo — ™|, lz—1 — 27|, [[Ao — A™[I}, (20)
the following estimates hold:
max{[|F"(z")], |F'(«*)"[l} < C, (21)
IF"(2*) = [,y FIIl < L(|lx — 27 + [ly — 2™[]). (22)
3. The initial approximations x_1, xg, and Ag are such that
q<1, (23)

where ¢ = max{a; ro, az}, a; = C% + (B + To)(?)CL +2L2 ro), and ag = C?rg +
(B + 7“0)2 [4CL + 4L2 To].
Then the sequences {x;} and {Ax},k =0,1,..., converge to x* and A*, respectively,
and satisfy

o — 2| < g™ ro, [[Ax =A™ < ¢ 7o, (24)

where c.1 = —1,¢c0=0,¢cy =ck—o2+cr—1, k=1,2,...,gr =ck—1+1, k=0,1,....

Similar to the Gauss-Newton type method, one can consider an iterative process with
a parallel approximation of the inverse operator for the secant method as well. This
process has the form [10]:

T+l = Tk — Ak Bg F({Ek),
(25)
Akt :Ak(QE—B;?BkAk), k=0,1,...,

where By = [xg, 2x—1; F|; £_1, ¢ are given initial approximations to the solution x.; Ag
is an initial approximation to (F'(z,)” F’(:B*))fl; and E is the identity matrix.
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Thus, the iterative process of the form
xk+1=.’L‘k—[A£Ak}_1A£F($k), k=0,1,..., (26)

where Ay = [zg,xk_1; F] is the first-order divided difference operator of F(x), has a
convergence order of 1+T‘/5 = 1.618... in the zero-residual case [7]. In the case of the se-
cant method, applying asynchronous approximation of the inverse operator is also highly
practical because it avoids synchronization between computations, reducing the likeli-
hood of processor idling in a parallel environment and improving overall computational
efficiency.

The iterative process of the secant method with asynchronous approximation of the
inverse operator has the following form:

xzﬁfll =, — Ag T[le’rl,:r;”’“d; F]T F(m}cnﬂ), m=0,1,...,mg11 — 1, 27
Ay = Ak[QE — [x;n’“_l,m;cnk_2; F]T[le’“,x;c"’“_l;F] Ak], k=0,1,...,
where z'* is the latest approximation to the exact solution x*, in which the approxima-
tion of the inverse operator Ay_1 is used; xZ”‘ =x = argﬂ. Moreover, xg and Ag are
the initial approximations for z* and A*, respectively.

Compared to the method with parallel approximation of the inverse operator (25),
this asynchronous version of the secant method also avoids processor idle time on shared-
memory architectures and provides a higher order of convergence.

2.3. TWO-STEP ITERATIVE METHODS

To find a solution to the nonlinear least squares problem (1), one may use a difference
modification of the two-step Gauss-Newton method of the form [8]:

Th1 = x — (AL Ap) T AL F (2),
(28)
Yri1 = Try1 — (Af Ap) AL F(2p41), k=0,1,...,

where Ay = [, yx; F] is the first-order divided difference of the function F(z) at points
xk and yg; To, Yo are given initial approximations.

The residual is zero, the order of convergence of the iterative process (28) equals
1+ V2.

Similarly to previous iterative processes, the inverse operator (AfAk)’l in the differ-
ence modification of the two-step Gauss-Newton method can also be approximated.

Thus, in the case of an approximate inverse operator, the two-step iterative process
(28) can be written as [8]:

T4l = Tk — AkB,{F(xk),
Yki1 = Tpy1 — A BEF(2141), (29)
Apy1 = A, (2E — Bl 1Bry1Ax), k=0,1,...,

where By = [zk, yr; F]; ©o, yo are given initial approximations; Ay is the initial approxi-
mation of the operator, and E is the identity matrix.
Hence, at each iteration (29), a single matrix Ay is used to compute zp+1 and Yg41-
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In 1983, methods of the third, fifth, and sixth order that use approximation of the
inverse operator were proposed for solving operator equations. The third-order method
for operator equations has the form [2]:

yr =z — ApF (zk),

Te1 = Yk — ArF(yr),

By, = A (2E — [Tra1, Ukt1; F]Ak),

A1 = Bp(2E — [mhq1, ups1; F1Br), k=0,1,...,

where ug41 = Tiy1 — €x41F(Ty1), and €x41 is a real parameter.

To increase the order of convergence, the efficiency, and the potential applications
of the Ulm-type method given by (30), the authors of [1] proposed replacing divided
differences with Frechet derivatives, leading to an improved method that can be written
as:

yr =z — ApF (zk),

Tr1 = Yk — AF (yr),

By = Ap(2E — F'(44+1)Ar),

Appr = Br(2E — F'(z51)Br), k=0,1,...,

(31)

Based on method (31), which was defined for operator equations, one can derive
a similar method for solving nonlinear least squares problems. Thus, the third-order
convergence method with successive approximation of the inverse operator for nonlinear
least squares problems will have the form:

Ye =z — ApF (2) T F(2k),
Te4+1 = Yk — AkF/(yk)TF(?/k)»
(32)
Bk = Ak (2E — F'(xk+1)TF/(xk+1)Ak),
Apy1 = By (2E — F'(z341)" F'(zk41)By), k=0,1,...,

where xg, yo are given initial approximations to the solution x*, Ay is the initial approx-
imation to (F'(x*)TF’(x*))fl, and E is the identity matrix.

One may also propose a method for nonlinear least squares problems that syn-
chronously and in parallel computes both the approximate solution and the inverse op-

erator:
yr = xp — ARF' ()T F(21),
Tep1 = yr — AcF (ye)" F(yk),
By = Ay(2E — F'(y) " F' (z1,) Ar),
Apy1 = BL(2E — F'(x)TF'(21)Br), k=0,1,...,

Hence, each branch carries out operations, which are performed in parallel. A draw-
back of this method may be that computing the next approximation of the inverse op-
erator is more time-consuming than computing the next approximation of the solution.
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Consequently, one of the processors may remain idle for some time, which can be signif-
icant if the operations on the two branches differ greatly in their computational costs.

3. NUMERICAL RESULTS

We compare the methods with successive and parallel approximation of the inverse
operator, applied to nonlinear least squares problems, assuming one processor is used
in the first case and two identical processors in the second case. Let one iteration of
the successive approximation of the inverse operator require time 73 + 7o, where 77 is
the time to compute the next approximation of the inverse operator, and 75 is the time
to compute the next approximate solution. Then, when using two identical processors,
one that runs the method with a parallel approximation of the inverse operator, and
one that runs the successive method, one iteration of the parallel approximation method
takes max{ry, 72}, since both computations are performed simultaneously on different
processors. Therefore, using two parallel branches for the method with a synchronous
parallel approximation of the inverse operator makes sense only if 75 — T, > 0, where
Ts is the total runtime of the method with a successive approximation of the inverse
operator, and T}, is the total runtime of the parallel method [11]. We can simulate the
described approach by defining processes that engage one or two processor cores.

We examine the efficiency of the Gauss-Newton method, the secant method, and the
third-order convergence method with synchronous and asynchronous approximation of
the inverse operator, comparing them with methods that use successive approximation
of the inverse operator. The methods were tested on the following functions [4, 7]:

Example 1. Brown’s function. n =4, m =4,

Jj=1
Fn(x) = ij 71,
j=1
zo = (0.5,0.5,0.5,0.5); x* = (a, a, , @' ™), where « satisfies na™ — (n+1)a” "1 +1 = 0;

f(z*) = 0.

Remark. For Brown’s function, the Gauss-Newton methods with an approxima-
tion of the inverse operator yielded the solution (1,1,1,1), whereas the classical Gauss-
Newton method yielded the solution (0.868877, 0.868877, 0.868877, 1.524492). All the
other methods found the solution z* = (1,1, 1,1).

Example 2. Freudenstein-Roth function. n =2, m = 2,

F1 (JJ) =—-13+ T+ ((5 — £2)$2 — 2)372,
FQ(!L‘) =-294+21 + ((.’1?2 + 1).’1?2 — 14)1‘2,
Example 3. Rosenbrock’s function. n =8, m = §,
Foiy = 10(m9; — 23;_4),
ngzl—xgi,h i=1,2,...,n/2,

xg = (1,10,1,10,1,10,1,10); z* = (1,1,1,1,1,1,1,1); f(z*) = 0. We also consider
options when n = 16, m = 16 and n = 64, m = 64.
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For Rosenbrock’s function, we consider three variations in dimension, namely n =
m =8, n=m = 16, and n = m = 64. We can conclude that changing the dimension of
the original problem does not affect the overall distribution of method efficiency.

Since this example requires more total iterations to find the approximate solution
than the other test problems, the following tables show that the asynchronous methods
demonstrate significant efficiency.

For this problem, the methods with successive and synchronous parallel approxima-
tion of the inverse operator based on the third-order convergence method are quite effi-
cient. Meanwhile, the asynchronous secant method is outperformed by the asynchronous
Gauss-Newton method.

For this test problem, where m > n, the most efficient methods are the asynchronous
Gauss-Newton and secant methods, as well as the synchronous inverse-operator approx-
imation method based on the third-order convergence method.

Example 4. Kowalik and Osborne function [7]. n =4; m = 11,

:cl(uf + w;xa)

Fi(z) =y; — ;

(@) =y u? + ;T3 + T4

where
LY wi |y u | Yi u | i Yi Ui
1 0.1957 4.0000 | 4 0.1600 0.5000 | 7 0.0456 0.1250 | 10 0.0235 0.0714
2 0.1947 2.0000 | 5 0.0844 0.2500 | 8 0.0342 0.1000 | 11 0.0246 0.0625
3 0.1735 1.0000 | 6 0.0627 0.1670 | 9 0.0323 0.0833

zo = (0.25; 0.39; 0.415; 0.39),
2, = (0.1928...; 0.1912...;0.1230...; 0.1360...),
f(z.) =3.07505... x 1074,
Example 5. [T] n=4; m =171,

. — 425)
F; — tizs tiza _ i t, = L
(.17) zie + x2e Yi, 195 )

where
u\ 230 295 360 425 490 555 620

Y ‘ 64.0 66.0 69.5 74.0 80.8 91.0 103.5
xo = (25; 45; 1; 0),  x, = (30.716958; 43.423609; 0.759299; —0.134355),

flz) = %F(m*)TF(x*) = 0.1423405.

Example 6. Gnedenko-Veibull distribution [7]. n = 2; m = 8§,
t; | %2
Ry =1-¢ G oy,

i o1 2 3 4 5 6 7 8
t; | 0.1000 0.5000 0.7000 1.0000 1.2000 1.7000 2.2000 4.5000
yi | 0.0050 0.1175 0.2173 0.3939 0.5132 0.7643 0.9111 0.99961

zo=(1,1), =z, = (1.4140,2.0000), f(z.)=1.3833-10"".
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Example 7. Wood function [7]. n =4; m = 6,

Fi(z) =10(zy — 23), Fo(z) =1—2y,
Fy(z) = V90(zy — 22), Fy(z)=1—z3,

Fs(z) = (10) "2 (2y — 24),

f(zs) =0.

All calculations were carried out with an accuracy of € = 107°. For the secant method,
the additional approximation (z_1) is constructed as o + 1075. To stop the iterative
process, we check whether ||xg+1 — zx|| <e.

We summarize the program execution results for the test examples in comparative
tables for each type of method, where K is the number of iterations (for asynchronous
methods, the number of iterations to get an approximation of the inverse operator); ¢ -
the total execution time of the program in seconds; 7 - the average percentage of wait
time in the main branch; @ - the number of main-branch iterations. Program execution
time was determined as the average time of 50 separate runs to get a more generalized
result.

F5($> = \/E(l’;; —+ o — 2),

Lo = (_3a_17_3a_1)1 L :(17171a1)5

Table 1

Gauss-Newton method

Successive (4)-(5) | Synchronous (7)-(8) | Asynchronous (10)-(11

Example |2 t()() Ky : ()T() Ky t (()Q()
1 5 0.4657 6 | 0.3040 | 15% 2 | 0.1860 45
2 8 1.4535 10 | 1.2149 9% 2 | 0.3572 193
3(8) 4 0.2470 4 | 0.1921 4% 2 | 0.1396 131
3 (16) 4 0.6710 4 104442 | 16% 2 | 0.3950 59
3 (64) 4 1.0536 4 | 0.8095 | 17% 2 | 0.7620 15
4 14 1.2101 14 | 0.9860 | 13% 7 | 0.6966 172
5 11 1.3935 11 | 1.1015 | 28% | 8 | 1.3551 336
6 11 0.8032 9 | 0.6822 5% 6 | 0.3455 180
7 13 1.3578 14 | 1.2144 7% 6 | 0.8195 645

Thus, comparing the methods with successive and synchronous parallel approxima-
tion of the inverse operator shows that, because the methods with synchronous parallel
approximation of the inverse operator for nonlinear least squares use the approximate
solution from the previous iteration to compute the next approximation of the inverse
operator (rather than the current iteration as in the successive approach), these methods
often require equal or more iterations to converge. Nevertheless, due to the parallelization
of computations on separate processes, the overall program execution time is reduced.

Implementing the asynchronous approximation of the inverse operator for both the
Gauss-Newton and secant methods makes it possible to find an approximate solution to
the nonlinear least squares problem in fewer iterations and, accordingly, in less time than
with the analogous successive or synchronous approximations of the inverse operator.
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Table 2
Secant method
Successive (17) | Synchronous (25) | Asynchronous (27)
Example = i K| ¢ T | K] ¢ Q
1 5 0.4821 6 | 0.4423 | 36% | 2 | 0.2694 | 11
2 8 1.2787 10 | 1.2288 | 11% | 2 | 0.7342 | 103
3 (8) 5 0.4266 10 | 0.3690 | 22% | 2 | 0.1337 | 12
3 (16) b) 1.3002 10 | 1.2893 | 26% | 2 | 0.7673 7
3 (64) 6 9.5897 10 | 9.6478 | 43% | 3 | 6.1277 8
4 16 2.8313 16 | 2.6275 | 26% | 12 | 2.5487 95
) 11 2.9480 11 | 2.6786 | 12% | 9 | 1.4102 | 187
6 11 3.5172 12 | 2.2798 | ™% 4 | 1.9386 | 135
7 13 3.6506 14 | 3.2904 | 4% | 6 | 2.6222 | 370
Table 3
Third-order convergence method
Successive (32) | Synchronous (33)
Example K T K t p-
1 4 0.4009 4 | 0.2536 | 16%
2 5 0.9603 7 | 0.6396 | 17%
3(8) 3 0.2215 3 | 0.1754 | 16%
3 (16) 3 0.8591 3 10.6769 | 8%
3(64) | 3| 17044 | 3 | 1.0262 | 20%
4 8 3.4034 3 | 4.0262 | 4%
5 11 6.4261 11 | 6.2134 | 2%
6 11 4.2412 12 | 4.0602 | 5%
7 13 3.8755 12 | 3.8211 | 1%

For the classical methods of solving least squares problems in our research, we used
the built-in matrix inversion function from the NumPy library. This function is based
on optimized low-level libraries such as BLAS and LAPACK, which are widely used for
numerical computations. They implement highly efficient matrix algorithms such as LU
and Cholesky factorizations, which allow performing matrix inversion with maximum
possible speed for the given platform. In addition, NumPy supports the use of multi-
core CPU architectures, which enables computation distribution among cores, greatly
reducing execution time. Owing to these optimizations, classical methods can offer com-
petitive computation speeds even for large matrices. However, for problems with large
dimensions or poorly conditioned matrices, numerical instabilities may arise, which are
avoided by methods that approximate the inverse operator.
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Therefore, in comparing methods that use an approximate inverse operator with their
classical variants, one should keep in mind that these methods do not require comput-
ing the matrix inverse, thus avoiding possible stability issues and significant growth in
computational resources.

Hence, according to Tables 1-3, for the considered test examples, parallelizing the
computation of the inverse operator and the approximate solution on two CPU cores
results in a lower overall execution time compared to successive computation, despite a
potentially higher number of iterations.

Consequently, among the approaches considered, the methods with asynchronous
approximation of the inverse operator for nonlinear least squares problems show the
best performance. Compared to synchronous methods, they reduce the time required to
achieve a specified solution accuracy by avoiding the need for synchronization between
processors. Meanwhile, the methods with synchronous approximation of the inverse
operator exhibit better performance compared to the successive methods, since they
allow for the distribution of computations among processors at each iteration.

4. CONCLUSIONS

In this work, methods with approximation of the inverse operator for nonlinear least
squares problems were investigated. We formulated iterative processes for methods with
successive, synchronous, and asynchronous approximation of the inverse operator to solve
nonlinear least squares problems based on the Gauss-Newton method, the secant method,
and a third-order convergence method, and studied their convergence conditions.

We carried out a software implementation of the methods that approximate the in-
verse operator and conducted a comparative analysis of these methods based on numerical
experiments on selected test problems.

It was established that methods with asynchronous approximation of the inverse
operator for nonlinear least squares problems delivered the best results among those
considered, thus providing the most efficient use of available computational resources.
In turn, methods with synchronous approximation of the inverse operator demonstrated
higher efficiency compared to successive methods, though they often required a larger
number of iterations. However, due to parallel execution of computations, the total
runtime of the synchronous methods was reduced relative to the corresponding successive
methods.

The results obtained serve as a basis for further research into solving nonlinear least
squares problems using the approximation of the inverse operator. One direction for fu-
ture work involves constructing iterative processes and analyzing the efficiency of meth-
ods with synchronous and asynchronous approximation of the inverse operator based on
other foundational methods.
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METOAN 3 ACMHXPOHHOIO AITPOKCMMAIIEIO
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PoariaaayTo mobyaoBy Ta JOCIiIXKEHHS iTepaliffHuX MeTOJIB JJisd PO3B’SI3aHHS HeJi-
HiflHEX 3aJa4 HafiMeHmMUX KBAJAPATiB, gki He mOTPeOYIOTH HpPAMOro obdumcieHnHs 00ep-
HEHUX MATPHIb. 30KpeMa, AOCJIIJIKEHO IMOCJiI0BHI, CHHXPOHHI i aCMHXpPOHHI cTparerii
ampoKcuMaIlii 00epHeHOro omepaTopa y paMkax Metony laycca-HrproToHa, MeTomy Xop.a
Ta MeTOAy 3 TperiM mopsiagkoMm 36ikHOocTi. IlogaHO TeopeTwdHi OCHOBU IMX IIiAXOMIIB,
BPAaXOBYIOUM YMOBH iXHBOI 30ikHOCTi. Omnmcano, fK X MOXKHA peajizyBaTH B YMOBaX
CEPEeJIOBUIN 3 MapaJIeJbHUMHU OOYHC/IeHHsAMH. UHCIOBI excuepuMeHTH HA cepil TecTOBHX
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33739 JAeMOHCTPYIOTH HOPIBHSIBHY e(dEeKTHBHICTH KOXKHOTO BapiaHTy Meromy. 30KpeMma,
3’SCOBAHO, 1[0 METOAU 3 ACHHXPOHHOIO AIPOKCUMAII€I0 OOEPHEHOTO OmepaTopa JacTo 306i-
raloThCs 33 MEHINY KigbKicTh iTepamiit i 3 MeHmEME BATpaTaMu Yacy Ha OOYHCIICHHS
MOPIBHSHO 3 CHHXPOHHUMH Ta [IOCJIiJOBHUMHU AQHAJIOTAMH.

Karowo6i caosa: napaJsesbHi iTepamiiiai MeToau, HesiHIilHA 33aa9a HAaUMEHIIUX KB/ PAaTiB,
AmpoOKCHMAaIliss 00€PHEHOTO OMEepaTopa, ACUMHXPOHHI OOUHCTICHHS.



