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Ðîçãëÿíóòî çàâäàííÿ êëàñèôiêàöi¨ çîáðàæåíü îáëè÷ ó ðåàëüíîìó ÷àñi çà ïåâíèìè
îçíàêàìè. Çîêðåìà, ðîáîòà ñôîêóñîâàíà íà êëàñèôiêàöi¨ çîáðàæåíü îáëè÷ çà íàÿâíiñ-
òþ ìåäè÷íî¨ ìàñêè. Îñêiëüêè îáñÿã àíîòîâàíèõ íàáîðiâ çîáðàæåíü ëþäåé â ìàñêàõ ó
âiäêðèòîìó äîñòóïi äîñèòü ìàëèé, ìè çàïðîïîíóâàëè ïiäõiä äî ãåíåðóâàííÿ âiäïîâiä-
íèõ çîáðàæåíü íà îñíîâi êëþ÷îâèõ òî÷îê îáëè÷÷ÿ (facial landmarks). Âèêîðèñòàííÿ
ñèíòåòè÷íèõ äàíèõ äëÿ òðåíóâàííÿ êëàñèôiêàòîðà íîñiííÿ ìàñêè ïðèçâåëî äî çáiëü-
øåííÿ éîãî òî÷íîñòi.

Ðîçãëÿäàþ÷è àêòóàëüíå çàâäàííÿ àâòîìàòèçàöi¨ êîíòðîëþ çà äîòðèìàííÿì ìàñêî-
âîãî ðåæèìó â ãðîìàäñüêèõ ìiñöÿõ, ìè ñòâîðèëè ìîäåëü âèÿâëåííÿ ìåäè÷íèõ ìàñîê íà
îáëè÷÷ÿõ ëþäåé, ÿêà ïî¹äíó¹ ìîäåëü âèÿâëåííÿ îáëè÷ YOLOv7Face òà íàòðåíîâàíèé
êëàñèôiêàòîð íîñiííÿ ìàñêè. Äëÿ òåñòóâàííÿ êiíöåâî¨ ìîäåëi çiáðàíî íàáið çîáðàæåíü
ó÷íiâ i â÷èòåëiâ ó íàâ÷àëüíèõ çàêëàäàõ ïiä ÷àñ ñïàëàõó ðåñïiðàòîðíèõ çàõâîðþâàíü.
Ðåçóëüòàòè îá÷èñëþâàëüíèõ åêñïåðèìåíòiâ ïiäòâåðäèëè, ùî òî÷íiñòü ìîäåëi äîñÿãà¹
87.2% ó ìåòðèöi mAP (mean Average Precision) íà çiáðàíîìó íàáîði çîáðàæåíü. Òàêîæ
ç'ÿñîâàíî, ùî âèêîðèñòàííÿ ìîäåëi ïîëiïøåííÿ ÿêîñòi çîáðàæåíü îáëè÷ CodeFormer
ïåðåä åòàïîì ¨õ êëàñèôiêàöi¨ çìåíøó¹ ïîõèáêó ìîäåëi âèÿâëåííÿ ìàñîê, àëå ñóòò¹âî
çáiëüøó¹ ÷àñ îáðîáêè âõiäíèõ çîáðàæåíü.

Êëþ÷îâi ñëîâà: êîìï'þòåðíèé çið, çãîðòêîâà íåéðîííà ìåðåæà, âèÿâëåííÿ îá'¹êòiâ
çîáðàæåííÿ, âèÿâëåííÿ îáëè÷ íà çîáðàæåííi, êëþ÷îâi òî÷êè îáëè÷÷ÿ, âèÿâëåííÿ
ìåäè÷íèõ ìàñîê íà çîáðàæåííi, îáðîáêà â ðåàëüíîìó ÷àñi.

1. Âñòóï

Ïî¹äíàííÿ ìåòîäiâ êîìï'þòåðíîãî çîðó òà ìàøèííîãî íàâ÷àííÿ (ML � machine
learning) çóìîâëþþòü áóðõëèâèé ðîçâèòîê ñó÷àñíèõ òåõíîëîãié îáðîáêè öèôðîâèõ
çîáðàæåíü òà ¨õí¹ çàñòîñóâàííÿ ó ðiçíèõ ñôåðàõ. Çîêðåìà öå ñòîñó¹òüñÿ àâòîìàòè-
çàöi¨ ïðîöåñiâ âèÿâëåííÿ ëþäñüêèõ îáëè÷ íà çîáðàæåííÿõ òà ¨õíüî¨ êëàñèôiêàöi¨ çà
ïåâíèìè îçíàêàìè â ðåàëüíîìó ÷àñi.

Iñòîðiþ ðîçâèòêó çàçíà÷åíèõ ïðîöåñiâ ìîæíà óìîâíî ïîäiëèòè íà äâà îñíîâíi
åòàïè, âiäïîâiäíî äî i ïiñëÿ 2014 ðîêó [25], ðîçãëÿäàþ÷è êëàñè÷íå âèÿâëåííÿ îá'¹êòiâ
òà ¨õí¹ âèÿâëåííÿ íà îñíîâi ãëèáîêîãî íàâ÷àííÿ. Íà ïåðøîìó åòàïi âèçíà÷àëüíèìè
âèÿâèëèñÿ ïðàöi Âiîëè òà Äæîíñà [22,23], ó ÿêèõ âïåðøå áóëî çàïðîïîíîâàíî ñèñòåìó
âèÿâëåííÿ ëþäñüêèõ îáëè÷ ó ðåàëüíîìó ÷àñi, çàñíîâàíó íà iäåÿõ iíòåãðàëüíîãî
çîáðàæåííÿ, âèáîðó îçíàê i êàñêàäiâ âèÿâëåííÿ. Çàïðîïîíîâàíèé ó ïðàöi Äàëàë
i Òðiããñ [4] àëãîðèòì âèêîðèñòàííÿ ãiñòîãðàìè îði¹íòîâàíèõ ãðàäi¹íòiâ (HOG � his-
togram of oriented gradients) çíà÷íî ïîëiïøèâ îá÷èñëåííÿ ìàñøòàáíî-iíâàðiàíòíèõ
îçíàê, òîáòî îçíàê, ÿêi çáåðiãàþòü ñâî¨ âëàñòèâîñòi çi çìiíîþ ìàñøòàáó çîáðàæåííÿ.
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Äðóãèé åòàï õàðàêòåðèçó¹òüñÿ âïðîâàäæåííÿì ãëèáîêèõ çãîðòêîâèõ íåéðîííèõ
ìåðåæ (DCNN � deep convolutional neural network), ÿêi çäàòíi àâòîìàòè÷íî âèäiëÿòè
îçíàêè ðiçíèõ ðiâíiâ ñêëàäíîñòi, ïî÷èíàþ÷è ç ïðîñòèõ, òàêèõ ÿê êîíòóðè ÷è òåêñòó-
ðè, i çàâåðøóþ÷è ñêëàäíèìè, ùî îõîïëþþòü ñåìàíòè÷íi êîíöåïöi¨ îá'¹êòiâ. Öå äà¹
çìîãó ìîäåëi çáåðiãàòè ñòiéêiñòü äî çìií îñâiòëåííÿ, ìàñøòàáiâ i ñïîòâîðåíü çîáðà-
æåííÿ. Âiäïîâiäíi ñèñòåìè âèÿâëåííÿ îá'¹êòiâ ìîæíà óìîâíî ïîäiëèòè íà äâi îñíîâíi
êàòåãîði¨. Äî ïåðøî¨ íàëåæàòü äâîåòàïíi äåòåêòîðè, ùî ïîñëiäîâíî ëîêàëiçóþòü i
êëàñèôiêóþòü îá'¹êòè, òóò ïîïóëÿðíèìè ¹ àðõiòåêòóðè íåéðîííèõ ìåðåæ íà îñíîâi
R-CNN (Region-Based Convolutional Neural Network) [9]. Iíøó êàòåãîðiþ ñòàíîâëÿòü
îäíîåòàïíi äåòåêòîðè, íàïðèêëàä, YOLO (You Only Look Once) [17], Single Shot
MultiBox Detector (SSD) [12], RetinaNet [11].

Âiäîìî, ùî åôåêòèâíiñòü êîæíî¨ ç ìîäåëåé ML çàëåæèòü âiä ÿêîñòi íàáîðiâ
äàíèõ, âèêîðèñòàíèõ äëÿ ¨õíüîãî íàâ÷àííÿ òà âàëiäàöi¨. Çîêðåìà, òàêi íàáîðè
ìàþòü áóòè õàðàêòåðíèìè äëÿ êîíêðåòíî¨ ñôåðè çàñòîñóâàííÿ ñèñòåì âèÿâëåííÿ
îá'¹êòiâ íà çîáðàæåííÿõ. Íàïðèêëàä, äëÿ àíàëiçó çîáðàæåíü îáëè÷ ç ìåäè÷íîþ
ìàñêîþ àêòóàëüíèìè ¹ íàáîðè çîáðàæåíü, àíîòîâàíèõ ñòîñîâíî íàÿâíîñòi ìàñêè.
Çàçíà÷èìî, ùî äëÿ òàêî¨ çàäà÷i ¹ ïîïóëÿðíèìè íàáîðè Mask Dataset [13] i Face Mask
Dataset [5]. Î÷åâèäíî, ùî äëÿ êëàñèôiêàöi¨ çîáðàæåíü ç iíøèìè õàðàêòåðíèìè
îçíàêàìè, íàïðèêëàä, îêóëÿðàìè, ãîëîâíèìè óáîðàìè, òàòóþâàííÿìè òîùî òðåáà
âèêîðèñòîâóâàòè iíøi ñïåöiàëiçîâàíi íàáîðè äàíèõ.

Âàæëèâîþ õàðàêòåðèñòèêîþ íàáîðó äàíèõ ¹ òàêîæ éîãî îáñÿã, ÿêèé ìà¹ áóòè
äîñòàòíüî âåëèêèì. Çàçíà÷èìî, ùî òàêó âèìîãó íå çàâæäè ëåãêî çàäîâîëüíèòè,
ðîçãëÿäàþ÷è íàÿâíi äæåðåëà çîáðàæåíü. Òîìó â òàêèõ âèïàäêàõ àêòóàëüíèìè
ñòàþòü ñèíòåòè÷íi íàáîðè äàíèõ. Äàëi áóäå çàïðîïîíîâàíî ïiäõiä äî ãåíåðóâàííÿ
âiäïîâiäíèõ çîáðàæåíü, îïåðóþ÷è êëþ÷îâèìè òî÷êàìè îáëè÷÷ÿ (facial landmarks).
Åôåêòèâíiñòü òàêîãî ïiäõîäó áóäå ïðîäåìîíñòðîâàíî äëÿ âèÿâëåííÿ òà êëàñèôiêàöi¨
çîáðàæåíü îáëè÷ ç ìåäè÷íîþ ìàñêîþ, ùî ¹ àêòóàëüíîþ ïðîáëåìîþ ñòîñîâíî çàáåçïå-
÷åííÿ àâòîìàòèçîâàíîãî êîíòðîëþ çà äîòðèìàííÿì ìàñêîâîãî ðåæèìó â ãðîìàäñü-
êèõ ìiñöÿõ. Ñåðåä äîñëiäæåíü òàêî¨ ïðîáëåìè ìîæíà âèäiëèòè ïðàöþ [6], äå çàïðî-
ïîíîâàíî ìîäåëü RetinaFaceMask äëÿ îäíîåòàïíîãî âèÿâëåííÿ îäÿãíåíèõ ìåäè÷íèõ
ìàñîê, à òàêîæ ïóáëiêàöiþ [18], â ÿêié ðîçãëÿíóòî ïîáóäîâó äâîåòàïíî¨ ìîäåëi äëÿ
âèÿâëåííÿ ìàñîê íà îáëè÷÷ÿõ, äå äëÿ ëîêàëiçàöi¨ îáëè÷ âèêîðèñòîâó¹òüñÿ R-CNN, à
äëÿ êëàñèôiêàöi¨ íîñiííÿ ìàñêè òåñòóþòüñÿ êiëüêà êëàñèôiêàòîðiâ. Çàçíà÷èìî, ùî
ó öèõ ïðàöÿõ íå âèñâiòëåíî çäàòíîñòi ìîäåëåé ïðàöþâàòè â ðåàëüíîìó ÷àñi.

Îòîæ ¹ àêòóàëüíîþ ðîçðîáêà ìîäåëi äëÿ êîíòðîëþ ó ðåàëüíîìó ÷àñi çà îáëè÷-
÷ÿìè, ÿêi õàðàêòåðèçóþòüñÿ ïåâíèìè îçíàêàìè � åëåìåíòàìè çîáðàæåííÿ, ùî ñòî-
ñóþòüñÿ êëþ÷îâèõ òî÷îê îáëè÷÷ÿ. Ïðîñòèì, àëå âàæëèâèì ïðèêëàäîì òàêèõ îçíàê
ìîæóòü áóòè ìåäè÷íi ìàñêè, òîìó ðîçðîáëåíèé ïiäõiä ïðîäåìîíñòðó¹ìî äëÿ öüîãî
âèïàäêó.

2. Äåòåêòîðè îá'¹êòiâ íà îáëè÷÷ÿõ

Äëÿ îïðàöþâàííÿ öèôðîâèõ çîáðàæåíü ïîáóäîâàíî äâà äåòåêòîðè. Ïåðøèé
äåòåêòîð äâîåòàïíèé (äèâ. ðèñ. 1). Âií ìà¹ ñòàíäàðòíó àðõiòåêòóðó i âèêîíó¹ òàêi
êðîêè:
1) âèÿâëÿ¹ îáëè÷÷ÿ íà îòðèìàíîìó öèôðîâîìó çîáðàæåííi;

2) êëàñèôiêó¹ âèÿâëåíå îáëè÷÷ÿ ñòîñîâíî íàÿâíîñòi ìàñêè.
Íà ïåðøîìó åòàïi äåòåêòîð âèÿâëÿ¹ îáëè÷÷ÿ íà öèôðîâîìó çîáðàæåííi çà äîïîìî-
ãîþ ìîäåëi YOLOv7Face ç âiäêðèòèì êîäîì [24]. Íà äðóãîìó âiäáóâà¹òüñÿ êëàñè-
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ôiêàöiÿ âèÿâëåíèõ îáëè÷ íà äâà êëàñè: îáëè÷÷ÿ ç ìàñêàìè òà îáëè÷÷ÿ áåç ìàñîê,
âiäïîâiäíî. Äëÿ êëàñèôiêàöi¨ áóëà íàâ÷åíà ìîäåëü íà îñíîâi çãîðòêîâî¨ íåéðîííî¨
ìåðåæi E�cientNetV2-B3 [19].

Ðèñ. 1. Ñõåìà çàñòîñóâàííÿ äî âõiäíîãî çîáðàæåííÿ äâîåòàïíî¨
ñèñòåìè âèÿâëåííÿ ìåäè÷íèõ ìàñîê íà îáëè÷÷ÿõ ëþäåé
Scheme of applying a two-stage system for detecting medical

masks on people's faces to an input image

Çàóâàæèìî, ùî íà ïðàêòèöi öèôðîâi çîáðàæåííÿ áóâàþòü ðiçíî¨ ÿêîñòi, ùî
ñóòò¹âî âïëèâà¹ íà ðåçóëüòàòè ðîáîòè äåòåêòîðà. Òîìó äðóãèé äåòåêòîð ðîçðîáëå-
íèé ÿê òðèåòàïíèé (äèâ. ðèñ. 2). Âií âiäðiçíÿ¹òüñÿ âiä áàçîâîãî äâîåòàïíîãî
äîäàòêîâèì åòàïîì, ÿêèé ïiñëÿ âèÿâëåííÿ îáëè÷÷ÿ ïîëiïøó¹ ÿêiñòü çîáðàæåíü
îáëè÷ çà äîïîìîãîþ CodeFormer [20]. Òàêèé ïðåïðîöåñèíã ïîòðåáó¹ äîäàòêîâèõ
îá÷èñëþâàëüíèõ ðåñóðñiâ, àëå, ÿê äàëi áóäå ïðîäåìîíñòðîâàíî ðåçóëüòàòàìè àïðî-
áàöi¨, äà¹ çìîãó íàäiéíiøå êîíòðîëþâàòè äîòðèìàííÿ ìàñêîâîãî ðåæèìó.

3. Ðîçðîáêà ñèíòåòè÷íîãî íàáîðó çîáðàæåíü

ßê áóëî âæå çàçíà÷åíî, êiëüêiñòü äîñòóïíèõ íàáîðiâ çîáðàæåíü îñiá ó ìàñêàõ ¹
çíà÷íî ìåíøîþ çà îáñÿãîì âiä êiëüêîñòi çîáðàæåíü îñiá áåç ìàñîê. Öÿ îáñòàâèíà
çóìîâëþ¹ íåîáõiäíiñòü ãåíåðóâàííÿ ñèíòåòè÷íèõ äàíèõ äëÿ óñïiøíîãî íàâ÷àííÿ i
òåñòóâàííÿ àâòîìàòèçîâàíèõ ñèñòåì êîíòðîëþ.

Ðîçãëÿíåìî çàïðîïîíîâàíèé ïiäõiä äëÿ ïiäãîòîâêè ïîòðiáíèõ äàíèõ, áåðó÷è
îðèãiíàëüíi çîáðàæåííÿ îáëè÷ ç íàáîðó VGGFace2 [3], ùî ìiñòèòü áëèçüêî 3.3
ìiëüéîíà çîáðàæåíü ïîíàä 9 òèñÿ÷ îñiá. Íåõàé ìà¹ìî âèïàäêîâî âèáðàíå öèôðîâå
çîáðàæåííÿ ëþäèíè ç íàáîðó VGGFace2 òà çíàéäåíi êîîðäèíàòè êëþ÷îâèõ òî÷îê
îáëè÷÷ÿ. Ïðèêëàä âèÿâëåííÿ öèõ òî÷îê äëÿ êîíêðåòíîãî îáëè÷÷ÿ ïîêàçàíî íà
ðèñ. 4. Ôiãóðà, ÿêà îêðåñëåíà êîíòóðîì ïiäáîðiääÿ òà îõîïëþ¹ íiñ, ìà¹ ïîäiáíó äî
ìåäè÷íî¨ ìàñêè ôîðìó (äèâ. ðèñ. 5). Äëÿ ñòâîðåííÿ ñèíòåòè÷íèõ çîáðàæåíü îñiá ó
ìàñêàõ öi ôiãóðè çàôàðáîâóþòü çà äîïîìîãîþ ôóíêöi¨ fillPoly áiáëiîòåêè OpenCV
îäíîòîííî îäíèì ç êîëüîðiâ, ÿê ïðîäåìîíñòðîâàíî íà ðèñ. 6.



Þð÷åíêîÞ., Þð÷åíêîÍ., Ìóçè÷óêÀ.

102 ISSN 2078�5097. Âiñí. Ëüâiâ. óí-òó. Ñåð. ïðèêë. ìàòåì. òà iíô. 2024. Âèï. 33

Ðèñ. 2. Ñõåìà çàñòîñóâàííÿ äî âõiäíîãî çîáðàæåííÿ òðèåòàïíî¨
ñèñòåìè âèÿâëåííÿ ìåäè÷íèõ ìàñîê íà îáëè÷÷ÿõ ëþäåé
Scheme of applying a three-stage system for detecting
medical masks on people's faces to an input image

ßê i â äåòåêòîðàõ, âèÿâëåííÿ îáëè÷ íà öèôðîâîìó çîáðàæåííi âèêîíàíî çà
äîïîìîãîþ ìîäåëi YOLOv7Face. Äëÿ âèçíà÷åííÿ êëþ÷îâèõ òî÷îê îáëè÷÷ÿ ó öié
ïðàöi âèêîðèñòàíî ìåòîä SPIGA (Shape Preserving Facial Landmarks with Graph At-
tention Networks) [16]. Àëãîðèòì SPIGA âèêîðèñòîâó¹ çãîðòêîâó íåéðîííó ìåðåæó,
à òàêîæ êàñêàä ãðàôîâèõ íåéðîííèõ ìåðåæ ç ìåõàíiçìîì óâàãè, ÿêèé äà¹ çìîãó
çáåðiãàòè ãåîìåòðè÷íó ñòðóêòóðó îáëè÷÷ÿ, çáåðiãàþ÷è âèñîêó òî÷íiñòü ëîêàëiçàöi¨
òî÷îê íàâiòü çi çìiíîþ îñâiòëåííÿ àáî âèðàçó îáëè÷÷ÿ.

Çàóâàæèìî, ùî íàâåäåíèé àëãîðèòì çàñòîñîâíèé i äëÿ ãåíåðóâàííÿ çîáðàæåíü
îáëè÷ ç iíøèìè õàðàêòåðèñòèêàìè (íàïðèêëàä, íàÿâíèìè îêóëÿðàìè, êàïåëþõîì,
òàòóþâàííÿì òîùî), ÿêùî âîíè àñîöiþþòüñÿ ç êëþ÷îâèìè òî÷êàìè îáëè÷÷ÿ.

Äëÿ àïðîáàöi¨ çàïðîïîíîâàíîãî ïiäõîäó âèïàäêîâî âèáðàíî 18 òèñÿ÷ çîáðàæåíü
ëþäåé áåç ìàñîê ç VGGFace2 i íà ¨õ îñíîâi ñòâîðåíî 18 òèñÿ÷ çîáðàæåíü îñiá ó ìàñêàõ.
Îòðèìàíèé ó òàêèé ñïîñiá íîâèé íàáið ç 36 òèñÿ÷ çîáðàæåíü áóëî ðîçïîäiëåíî íà
òðåíóâàëüíó, âàëiäàöiéíó òà òåñòîâó âèáiðêè ó ñïiââiäíîøåííi 16 : 1 : 1, âiäïîâiäíî.
Öåé íàáið äàíèõ âèêîðèñòàíî äëÿ íàâ÷àííÿ ìîäåëi êëàñèôiêàöi¨ ç ìåòîþ ïiäâèùåííÿ
åôåêòèâíîñòi âèÿâëåííÿ íîñiííÿ ìàñîê.

Åôåêòèâíiñòü ðîçðîáëåíèõ äåòåêòîðiâ ìàñîê äîñëiäæóâàëè íà ñïåöiàëüíî ñôîð-
ìîâàíîìó íàáîði öèôðîâèõ çîáðàæåíü ó÷íiâ i â÷èòåëiâ ó íàâ÷àëüíèõ çàêëàäàõ [1].
Çîáðàæåííÿ äëÿ òàêîãî íàáîðó áóëè çàâàíòàæåíi ç âåáðåñóðñiâ ñòîêîâî¨ ôîòîãðàôi¨
Getty Images [8], Unsplash [21] òà Pexels [15]. Âèáðàíi çîáðàæåííÿ ¹ ìiíiìàëüíèõ
ðîçìiðiâ i òàêèìè, ùî ìîãëè á áóòè îòðèìàíi ç ðàêóðñó êàìåð âiäåîñïîñòåðåæåííÿ
ó çàêëàäàõ îñâiòè. Íàáið ìiñòèòü 100 öèôðîâèõ çîáðàæåíü ðiçíèõ ðîçìiðiâ, íà
êîæíîìó ç ÿêèõ íàÿâíà îäíà àáî êiëüêà îñiá. Ñòâîðåíî àíîòàöiþ, ùî îïèñó¹
îáìåæóâàëüíi ïðÿìîêóòíèêè îáëè÷ ëþäåé íà çîáðàæåííÿõ i âiäíîñèòü êîæíå ç íèõ
äî îäíîãî ç äâîõ êëàñiâ: ìàñêà îäÿãíåíà àáî ìàñêà íå îäÿãíåíà. Ïiäãîòîâëåíèé ó
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Ðèñ. 3. Âèÿâëåííÿ îáëè÷÷ÿ
Face detection

Ðèñ. 4. Âèÿâëåííÿ êëþ÷îâèõ
òî÷îê îáëè÷÷ÿ

Facial keypoint detection

Ðèñ. 5. Ïîáóäîâà ôiãóðè, ùî iìiòó¹ ìàñêó
Building a shape that imitates a mask

Ðèñ. 6. Çîáðàæåííÿ ç íàêëàäåíîþ
ìàñêîþ

Image with mask applied

Ðèñ. 7. Ñõåìàòè÷íå âiäîáðàæåííÿ êðîêiâ àëãîðèòìó
íàêëàäàííÿ ìàñîê íà çîáðàæåííÿ îáëè÷

Schematic representation of the steps of the algorithm
for applying masks to face images

òàêèé ñïîñiá íàáið çîáðàæåíü áóâ âèêîðèñòàíèé äëÿ òåñòóâàííÿ ðîçðîáëåíî¨ ñèñòåìè
âèÿâëåííÿ ìåäè÷íèõ ìàñîê íà îáëè÷÷ÿõ ëþäåé.

4. Îïèñ ïðîãðàìíî¨ ðåàëiçàöi¨

Ðîçãëÿíóòèé ïiäõiä ùîäî âèÿâëåííÿ çàäàíèõ õàðàêòåðèñòèê íà çîáðàæåííi îá-
ëè÷÷ÿ (ó öüîìó âèïàäêó ìåäè÷íî¨ ìàñêè) ðåàëiçîâàíî ÿê ïðîòîòèï âiäïîâiäíî¨
êîìï'þòåðíî¨ ñèñòåìè â ñåðåäîâèùàõ ðîçðîáêè PyCharm òà JupyterLab ìîâîþ ïðîã-
ðàìóâàííÿ Python 3 ç âèêîðèñòàííÿì áiáëiîòåê Numpy, Matplotlib, OpenCV, Keras,
TensorFlow, PyTorch, pt�ops [7], object_detection_metrics [14]; ïðî¹êòiâ yolov7-face
[24], CodeFormer [20], SPIGA [16], Keras_FLOP_Estimator [10]; à òàêîæ ïëàòôîðìè
Docker äëÿ ðîçãîðòàííÿ ïðîãðàìíîãî çàáåçïå÷åííÿ.

Çàâàíòàæåííÿ òà ïîïåðåäíÿ îáðîáêà çîáðàæåíü, ùî âèêîðèñòîâóâàëèñÿ äëÿ
òðåíóâàííÿ òà âàëiäàöi¨ êëàñèôiêàòîðà íàÿâíîñòi ìàñêè, ðåàëiçîâàíi ÷åðåç êëàñ
ImageDataGenerator áiáëiîòåêè Keras. Äëÿ âñiõ çîáðàæåíü ïðîâîäèòüñÿ îäíàêîâèé
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åòàï ïîïåðåäíüî¨ îáðîáêè, ÿêèé ïîëÿãà¹ ó ïðèâåäåííi ðîçìiðó çîáðàæåííÿ äî ðîçìiðó
64× 64 ïiêñåëiâ (target_size = (64, 64)).

Äî òðåíóâàëüíî¨ ÷àñòèíè íàáîðó çîáðàæåíü òàêîæ äîäàòêîâî çàñòîñîâàíi òàêi
ïåðåòâîðåííÿ:

� âèïàäêîâå äçåðêàëüíå âiäîáðàæåííÿ ñòîñîâíî âåðòèêàëüíî¨ îñi (horizon-
tal_flip =True);

� ìàñøòàáóâàííÿ íà âèïàäêîâå çíà÷åííÿ â ìåæàõ çàäàíîãî äiàïàçîíó (zoom_ran-
ge =0.2);

� âèïàäêîâèé çñóâ ó ìåæàõ âèçíà÷åíîãî iíòåðâàëó (shear_range=0.2);
� çìiíà ÿñêðàâîñòi øëÿõîì ìíîæåííÿ íà âèïàäêîâå çíà÷åííÿ â ìåæàõ äiàïàçîíó
(brightness_range=[0.6, 1.0]);

� Ãàóññîâå ðîçìèâàííÿ ç âèïàäêîâèì ðîçìiðîì ÿäðà, ùî ¹ íåïàðíèì ÷èñëîì ó
äiàïàçîíi [0, 9).

Ó öié ïðàöi êëàñèôiêàòîð íîñiííÿ ìàñêè áóëî ïîáóäîâàíî çà äîïîìîãîþ êëàñó
Sequential áiáëiîòåêè Keras ó âèãëÿäi ïîñëiäîâíîãî ç'¹äíàííÿ òàêèõ åëåìåíòiâ:

1. øàðiâ ìîäåëi E�cientNetV2-B3 (áåç îñòàííüîãî ïîâíîçâ'ÿçíîãî øàðó);

2. øàðó çìiíè ðîçìiðíîñòi, ÿêèé ïåðåòâîðþ¹ áàãàòîâèìiðíèé âåêòîð ó îäíîìið-
íèé; öåé øàð ðåàëiçîâàíî ÷åðåç êëàñ Flatten ç áiáëiîòåêè Keras;

3. âèõiäíîãî ïîâíîçâ'ÿçíîãî øàðó, ùî ðåàëiçîâàíî êëàñîì Dense ç áiáëiîòåêè
Keras, ç ðîçìiðíiñòþ 2 òà íîðìîâàíîþ åêñïîíåíöiéíîþ ôóíêöi¹þ àêòèâàöi¨
(activation=softmax).

Iíòåðôåéñ êëàñó EfficientNetV2B3 ç áiáëiîòåêè Keras äà¹ çìîãó îáðàòè ïî÷àòêîâi
ïàðàìåòðè (âàãè) íåéðîííî¨ ìåðåæi E�cientNetV2-B3, ùî áóëè îòðèìàíi ïiä ÷àñ
ïîïåðåäíüîãî íàâ÷àííÿ íà íàáîði äàíèõ ImageNet äëÿ êëàñèôiêàöi¨ çîáðàæåíü
(weights=�imagenet�). Àðãóìåíò include_top=False âiäêèäà¹ îñòàííié ïîâíîçâ'ÿç-
íèé øàð ìîäåëi. Íàòîìiñòü äîäàíî íîâèé âèõiäíèé ïîâíîçâ'ÿçíèé øàð ç ðîçìiðíiñòþ
2, äëÿ ÿêîãî âèêîíàíî îïòèìiçàöiþ ïàðàìåòðiâ; òðåíóâàííÿ iíøèõ øàðiâ áóëî
âèìêíåíî. Âèêîðèñòàííÿ ïîïåðåäíüî íàòðåíîâàíèõ øàðiâ äëÿ ñòâîðåííÿ êëàñèôi-
êàòîðà íîñiííÿ ìàñêè ¹ åôåêòèâíèì ç ïîãëÿäó ñêîðî÷åííÿ ÷àñó íà òðåíóâàííÿ òà
äëÿ ïiäâèùåííÿ òî÷íîñòi ïåðåäáà÷åíü.

5. Ìåòðèêè äëÿ îöiíþâàííÿ ðåçóëüòàòiâ

Äëÿ îöiíþâàííÿ ðåçóëüòàòiâ ðîçïiçíàâàííÿ îá'¹êòiâ âèêîðèñòàíî ìåòðèêó mean
Average Precision (mAP) ç ïîðîãîâèì çíà÷åííÿì IoU, ÿêèé äîðiâíþ¹ 0.5. Äëÿ
îá÷èñëåííÿ öi¹¨ ìåòðèêè áóëî âèêîðèñòàíî âiäêðèòó áiáëiîòåêó object_detection_
metrics [14].

Äëÿ ïåðåâiðêè ìîæëèâîñòi ðîáîòè ìîäåëi â ðåæèìi ðåàëüíîãî ÷àñó âèìiðÿíî
êiëüêiñòü âèêîíàíèõ àðèôìåòè÷íèõ îïåðàöié ç ïëàâàþ÷îþ êðàïêîþ (FLOPs). Îá-
÷èñëåííÿ FLOPs äëÿ îáðîáêè òåñòîâèõ äàíèõ íåéðîííèìè ìåðåæàìè áóëî ïðîâåäåíî
çà äîïîìîãîþ áiáëiîòåêè pt�ops [7] (äëÿ ìîäåëåé, ðåàëiçîâàíèõ ó PyTorch), à òàêîæ
ïðî¹êòó [10] (äëÿ ìîäåëåé, ðåàëiçîâàíèõ ó Keras). Äëÿ îöiíêè ðåàëüíîãî ÷àñó ðîáîòè
ìîäåëi íà êîíêðåòíîìó ïðîöåñîði âàæëèâî âðàõîâóâàòè éîãî òèï òà iíøi îñîáëèâîñ-
òi. Íàïðèêëàä, öåíòðàëüíi ïðîöåñîðè 12-ãî ïîêîëiííÿ Intel Core çäàòíi âèêîíóâàòè
êiëüêà ñîòåíü GFLOPs íà ñåêóíäó [2], ãðàôi÷íi ïðîöåñîðè Nvidia GeForce RTX 30
Series ìîæóòü âèêîíóâàòè êiëüêà TFLOPs íà ñåêóíäó.
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6. Ðåçóëüòàòè àïðîáàöi¨ çàïðîïîíîâàíîãî ïiäõîäó

Äëÿ àíàëiçó âïëèâó øòó÷íî ñòâîðåíèõ òðåíóâàëüíèõ äàíèõ áóëè íàâ÷åíi äâi
âåðñi¨ êëàñèôiêàòîðà íîñiííÿ ìàñîê. Îáèäâi íåéðîííi ìåðåæi ìàþòü àðõiòåêòóðó
E�cientNetV2-B3. Ïåðøèé êëàñèôiêàòîð Classi�er-Orig-Mask íàâ÷àâñÿ íà ñóòî
îðèãiíàëüíèõ çîáðàæåííÿõ îáëè÷ iç íàáîðó Face Mask Dataset ïðîòÿãîì 6-òè åïîõ.
Êëàñèôiêàòîð Classi�er-Aug-Mask íàâ÷àâñÿ íà íàáîði çîáðàæåíü çi øòó÷íî äîäàíèìè
ìàñêàìè ïðîòÿãîì 6-òè åïîõ, à ïîòiì ùå 3 åïîõè íà îðèãiíàëüíîìó íàáîði çîáðàæåíü
îáëè÷. Ñòàòèñòèêè òî÷íîñòåé êëàñèôiêàöié ïðîòÿãîì òðåíóâàëüíîãî ïðîöåñó çîáðà-
æåíî íà ðèñ. 8 i 9 äëÿ îáîõ êëàñèôiêàòîðiâ, âiäïîâiäíî.

Ðèñ. 8. Çíà÷åííÿ òî÷íîñòi Classi�er-Orig-Mask äëÿ òðåíóâàëüíî¨
òà âàëiäàöiéíî¨ ÷àñòèí íàáîðó çîáðàæåíü îáëè÷
Classi�er-Orig-Mask accuracy values for the training

and validation parts of the face image set

Äëÿ äîñëiäæåííÿ òàêîæ áóëî ïîñòàâëåíî ìåòó îöiíèòè âïëèâ ìåòîäiâ ïîëiïøåí-
íÿ ÿêîñòi çîáðàæåíü i ïîðiâíÿòè åôåêòèâíiñòü äâîåòàïíîãî òà òðèåòàïíîãî ïiäõîäiâ
ùîäî âèÿâëåííÿ ìàñîê íà îáëè÷÷ÿõ. Ó öüîìó ðîçäiëi íàâåäåíî ñòàòèñòè÷íi ðåçóëü-
òàòè äëÿ ÷îòèðüîõ âåðñié äåòåêòîðà:

1. Detector-Orig � äâîåòàïíèé äåòåêòîð, ùî âèêîðèñòîâó¹ Classi�er-Orig-Mask.

2. Detector-Aug � äâîåòàïíèé äåòåêòîð, ùî âèêîðèñòîâó¹ Classi�er-Aug-Mask.

3. Detector-SR-Orig � òðèåòàïíèé äåòåêòîð iç ïîëiïøåííÿì ÿêîñòi çîáðàæåíü (SR
� super-resolution), ùî âèêîðèñòîâó¹ Classi�er-Orig-Mask.

4. Detector-SR-Aug � òðèåòàïíèé äåòåêòîð iç ïîëiïøåííÿì ÿêîñòi çîáðàæåíü, ùî
âèêîðèñòîâó¹ Classi�er-Aug-Mask.

Äëÿ òåñòóâàííÿ îáðàíî 2 íàáîðè çîáðàæåíü: íàáið çîáðàæåíü ó÷íiâ i â÷èòåëiâ ó
çàêëàäàõ îñâiòè (ïîçíà÷èìî éîãî Dataset1) òà Mask Dataset (ïîçíà÷èìî Dataset2). Ó
òàáë. 1 íàâåäåíi çíà÷åííÿ òî÷íîñòi êëàñèôiêàòîðiâ çà ìåòðèêîþ mAP, ÿêi îá÷èñëåíi
øëÿõîì ïîðiâíÿííÿ àíîòîâàíèõ i ïåðåäáà÷åíèõ îáìåæóâàëüíèõ ïðÿìîêóòíèêiâ äëÿ
îáëè÷ òà âiäïîâiäíèõ ïåðåäáà÷åíèõ éìîâiðíîñòåé íîñiííÿ ìàñêè.
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//

Ðèñ. 9. Çíà÷åííÿ òî÷íîñòi Classi�er-Aug-Mask äëÿ òðåíóâàëüíèõ
i âàëiäàöiéíèõ ÷àñòèí íàáîðiâ çîáðàæåíü îáëè÷
Classi�er-Aug-Mask accuracy values for training

and validation parts of face image sets

Òàáëèöÿ 1

Çíà÷åííÿ mAP äëÿ ðåçóëüòàòiâ âèÿâëåííÿ ìåäè÷íèõ ìàñîê íà îáëè÷÷ÿõ ëþäåé
mAP value for detection results of medical masks on people's faces

mAP (%)
Âåðñiÿ äåòåêòîðà Dataset1 Dataset2
Detector-Orig 86.3 77.2
Detector-Aug 87.2 81.3
Detector-SR-Orig 87.3 78.2
Detector-SR-Aug 88.9 82.2

Ç ìåòîþ îöiíþâàííÿ ïðîäóêòèâíîñòi ðîçðîáëåíî¨ ìîäåëi äëÿ âèÿâëåííÿ ìàñîê
áóëî âèìiðÿíî ÷àñ ¨¨ âèêîíàííÿ íà êîìï'þòåði ç ïðîöåñîðîì Intel Core i5-10300H òà
16 ÃÁ îïåðàòèâíî¨ ïàì'ÿòi. Ó ðåæèìi òåñòóâàííÿ çîáðàæåííÿ îáðîáëÿëè ïîñëiäîâíî.
Îòðèìàíi çíà÷åííÿ ÷àñó çàïèñàíî äî òàáë. 2.

Êiëüêiñòü îïåðàöié ç ïëàâàþ÷îþ êðàïêîþ, íåîáõiäíèõ äëÿ îáðîáêè îäíîãî çîáðà-
æåííÿ, áóëî îá÷èñëåíî ïðîãðàìíî:
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� yolov7-lite-s ïîòðåáó¹ ≈ 2.96 GFLOPs äëÿ îáðîáêè îäíîãî çîáðàæåííÿ ðîçìiðó
640× 640;

� E�cientNetV2-B3 ïîòðåáó¹ ≈ 0.27 GFLOPs äëÿ îáðîáêè îäíîãî çîáðàæåííÿ
ðîçìiðó 64× 64.

Òàáëèöÿ 2

Çíà÷åííÿ ñåðåäíiõ ÷àñó òà êiëüêîñòi îïåðàöié ç ïëàâàþ÷îþ êðàïêîþ,
íåîáõiäíèõ äëÿ îáðîáêè îäíîãî çîáðàæåííÿ

Average time and number of �oating point operations
required to process a single image

Îá÷èñëþâàëüíà
ñêëàäíiñòü (GFLOPs)

×àñ (ìiëiñåêóíäè)

Âåðñiÿ äåòåêòîðà Dataset1 Dataset2 Dataset1 Dataset2
Detector-Orig 4.1 4.2 223.8 235.3
Detector-Aug 4.1 4.2 219.3 229.8
Detector-SR-Orig - - 17628.1 19451.0
Detector-SR-Aug - - 17901.5 19509.4

Äëÿ îá÷èñëåííÿ êiëüêîñòi FLOPs ó ñèñòåìi âèÿâëåííÿ ìåäè÷íèõ ìàñîê âàðòî
òàêîæ âðàõóâàòè, ùî êëàñèôiêàòîð ìàñêè ìîæå áóòè çàñòîñîâàíèé êiëüêà ðàçiâ äî
îäíîãî çîáðàæåííÿ, áî íà íüîìó ìîæå áóòè êiëüêà îáëè÷. Êîíêðåòíî, íàáið Mask
Dataset ìiñòèòü 853 çîáðàæåííÿ òà áëèçüêî 3800 âèÿâëåíèõ îáëè÷, à íàáið ó÷íiâ òà
â÷èòåëiâ � 100 çîáðàæåíü òà 415 âèÿâëåíèõ îáëè÷. Óñi çíà÷åííÿ êiëüêîñòi FLOPs
çàïèñàíî äî òàáë. 2.

7. Âèñíîâêè

Ðåçóëüòàòè, îòðèìàíi ïiä ÷àñ àïðîáàöi¨ çàïðîïîíîâàíîãî ïiäõîäó äî êëàñèôiêàöi¨
çîáðàæåíü îáëè÷ ñòîñîâíî íîñiííÿ ìàñêè, äåìîíñòðóþòü éîãî âèñîêó åôåêòèâíiñòü.
À ñàìå ðîçøèðåííÿ íàáîðiâ äàíèõ çàâäÿêè çãåíåðîâàíèì çãiäíî ç çàïðîïîíîâàíèì
àëãîðèòìîì ñèíòåòè÷íèõ çîáðàæåíü ïîëiïøó¹ òî÷íiñòü êëàñèôiêàöi¨ çîáðàæåíü.
Ðîçðîáëåíèé äâîåòàïíèé äåòåêòîð çäàòíèé ïðàöþâàòè â ðåæèìi ðåàëüíîãî ÷àñó, îá-
ðîáëÿþ÷è 4-5 çîáðàæåíü íà ñåêóíäó íà ïðîöåñîði Intel Core i5-10300H. Îòðèìàíi
çíà÷åííÿ òî÷íîñòi ó ìåòðèöi mAP 81.3% äëÿ íàáîðó Mask Dataset òà 87.2% äëÿ
íàáîðó çîáðàæåíü ó÷íiâ i â÷èòåëiâ äåìîíñòðóþòü âèñîêó åôåêòèâíiñòü çàïðîïî-
íîâàíîãî ïiäõîäó äî àâòîìàòèçàöi¨ êîíòðîëþ çà äîòðèìàííÿì ìàñêîâîãî ðåæèìó.
Çàðàçîì òðèåòàïíèé äåòåêòîð çìåíøó¹ ïîõèáêó êëàñèôiêàöi¨ â ñåðåäíüîìó íà 8%,
àëå â êiëüêà ðàçiâ çáiëüøó¹ ÷àñ îáðîáêè âõiäíèõ äàíèõ ïîðiâíÿíî ç äâîåòàïíèì. Òîìó
íà ïðàêòèöi éîãî âèêîðèñòàííÿ ïîòðåáóâàòèìå ïîòóæíiøî¨ îá÷èñëþâàëüíî¨ òåõíiêè.
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This paper addresses the problem of real-time facial image classi�cation based on cer-
tain characteristics of faces. In particular, the work focuses on face mask classi�cation task.
Since the volume of open-source annotated datasets of images of people wearing masks is
relatively small, the paper proposes an approach to generate corresponding images based
on facial landmarks. The use of the synthetic data for training the face mask classi�er led
to an increase in its accuracy.

In light of the advantage of automating a surveillance for face mask compliance in public
places, we integrated the YOLOv7Face face detection model with the trained classi�er
to develop a face mask detector. A new dataset consisting of images of students and
teachers from educational institutions was compiled to evaluate the model. The resulting
model achieved a mAP of 87.2% on the newly created dataset for detecting face masks.
Additionally, we found that applying CodeFormer for face restoration at an intermediate
step can decrease the error rate of the mask detector, though it substantially increases
inference time.

Key words: computer vision, convolutional neural network, object detection, face detection,
facial landmarks, face mask detection, real-time.


