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PosrasiayTo 3aBganns kiaacudikaril 306parkens 06sind y peasbHOMY dYaci 3a MeBHHMHI
o3HaKaMH. 30KpeMa, poboTa choKycoBaHa Ha Kuacudikamil 306pakeHb 06119 32 HasgBHIC-
TI0O Meau4gHOT Macku. Ockisbku 00csr aHoTOBaHUX HAOOPIB 300pakeHb JIOEH B MacKax y
BIIKPUTOMY JOCTYIi JOCHTH MaJiuii, MA 3aIPOIOHYBAJIHN HiJIXi/T 10 reHepyBaHHS BiINOBij-
HUX 300pakeHb HA OCHOBI KJIOYOBMX TOYOK 06smuds (facial landmarks). Bukopucramns
CHUHTETUYHHUX JAHUX JJIs TPEHYyBaHHS KJIacudiKaTopa HOCIHHA MAaCKH IPU3BEJO A0 30ib-
IeHHs HOr0 TOYHOCTI.

Posrisgaroyun akTyaabHe 3aBIaHHsT aBTOMATH3allil KOHTPOJIIO 33 JOTPUMAHHSIM MAaCKO-
BOTO PEKUMY B IPOMACHKUX MICIISIX, MU CTBOPUJIA MOJIEJIb BUSIBJIEHHS] MEIUIHUX MACOK HA
06/IMYUsIX JIFOMIEH, sIKa TIOEAHY€E MOofesb BusiBjeHHsi 06ma YOLOv7Face ta HaTpeHOBaHMM
KjacudikaTop HOCiHHA MacKu. J[7g TecTyBaHHS KiHIEeBOI Mojeti 3i6pano Habip 300pakeHb
y4HIB i BuuTesNiB Yy HaBYAJIBHHX 3aKJALAX Iif] 9aC CHAJAXY PECIiPATOPHUX 3aXBOPIOBAHD.
PesynpraTtu 064HCIIOBAJIBPHAX €KCIEPUMEHTIB HiJTBEDIHUIIH, IO TOYHICTH MOJEJI JOCATa€
87.2% y merpuni mAP (mean Average Precision) na 3i6paromy Habopi 300paxens. Takox
3’SCOBAHO, 110 BHKOPUCTAHHSA MOJIEJi IOJIMIIeHHs AKOoCcTi 306pakensb obsmya CodeFormer
mepes eTamoM X Kmacudikamnii 3MeHmye moXubKy MOjeNi BUSBIEHHsS MAaCOK, ajieé CYTTEBO
36isbIIye Yac 06pOOKYU BXiJHUX 300parKeHb.

Kna104061 €A06a: KOMITIOTEPHUH 3ip, 3rOPTKOBAa HEWPOHHA MepeXKa, BUSIBJIEHHS 00’€KTiB
300paskeHHs, BUABJIEHHS OOJUY Ha 300parkKeHHi, KJIOYOBI TOUYKKA OOJHUYUSI, BUSIBJICHHS
MEIUYHAX MACOK HA 300pakeHHi, 0OpOOKA B peajbHOMY €aci.

1. Bcryi

IMoennanns MeToniB KOMII'IOTEPHOrO 30py Ta MamnuHHOro Hapdanus (ML — machine
learning) 3yMoBi0I0TH OypXJIMBUIl PO3BUTOK Cy4aCHUX TEXHOJIOriH 06pobKu 1udpoBux
300paKeHb Ta IXHE 3aCTOCYBaHHs y Pi3HuX cdepax. J0KpeMa [e CTOCYEThCS aBTOMATHU-
3aI1il TPOIECiB BUSBIICHHS JIIOACHKAX OOJIMY HA 300pakeHHAX Ta TXHBOI Kyacudikarii 3a
TMIEBHUMU O3HAKAMU B PEAJHHOMY Yaci.

Icropifo po3BUTKY 3a3HAYEHUX MPOIECIB MOXKHA YMOBHO IOILIHTH HAa JBa OCHOBHI
eranu, BianoBiaHo s10 i nicis 2014 poky [25], po3riisgaroyu KiacuuHe BUsBJIEHHs 00’ €KTiB
Ta IXHE BUABJIEHHS HA OCHOBI rimbokoro nas4anus. Ha mepimomy erani Bu3HAYaIbHUMUA
BusiBnincst mpaiii Biomm ta JIzkomHca [22,23], y sskux Briepiiie 6yJ10 3amponoHOBaHO CHCTEMY
BUSBJIEHHS JIIOJCHKUX O0JMY y peajbHOMY dYaci, 3aCHOBAHY HA i/IesdX iHTErpaibHOrO
300paxkeHHsi, BUOOPY O3HAK i KACKAJiB BUSBJIEHHS. J3ampormoHOBaHuil y mpari /Jlaman
i Tpirrc [4] anropurM BuKOpHCTaHHs TicTorpamu opienroBanux rpazaientis (HOG — his-
togram of oriented gradients) 3nauno nosimmue o6uucieHHs MacTabHO-IHBAPIAHTHUX
O3HAK, TOOTO O3HAK, SKi 30epiraroTh CBOI BJIACTHBOCTI 3i 3MiHOIO MACIITa0y 300parKeHHs.
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Jlpyruii eran XapakKTepu3y€eThCsS BIPOBAIKEHHSIM TIMOOKUX 3rOPTKOBUX HEHPOHHUX
mepexk (DCNN — deep convolutional neural network), gxi 3maTui aBTOMaTHIHO BUILIATH
O3HAKH PI3HUX PiBHIB CKJIAIHOCTI, MOYNHAIOYUN 3 MTPOCTUX, TAKUX SIK KOHTYDPH 9HU TEKCTY-
pH, i 3aBepIIyI0YN CKIATHAMHE, IO OXOILTIOIOTH CeMaHTHIHI KoHmenil o0’ ekris. Ile mae
3Mory Mozesi 36epiratu CrifikicTs 10 3MiH OCBiTJIeHHS, MacimITabiB i crroTBOpeHsb 300pa-
KeHHs. Binmosigui cucremu BusiBjieHHs 00’ €KTiB MOXKHA, YMOBHO MOILIUTH HA, TBi OCHOBHI
Kareropii. [lo meproi HajekaTh JBOETAIHI JETEKTOPH, IO MOCiIOBHO JOKATII3YIOTH i
KJIacuiKyIOTh 00’€KTH, TyT MOMYJISAPHUME € APXITEKTypHU HEHPOHHUX MEPEXK Ha OCHOBI
R-CNN (Region-Based Convolutional Neural Network) [9]. Iamy kareropito craHOBIsATH
onuoeranni gerexkropu, Hanpukiaai, YOLO (You Only Look Once) [17], Single Shot
MultiBox Detector (SSD) [12], RetinaNet [11].

Bimomo, mo edexkTuBHiCTL KOXKHOI 3 Momeneit ML 3ameXuTh Bim AKOCTI HAOOPIB
JAHWX, BUKOPHCTAHWX [JIs IXHHOIO HABYAHHS Ta Bajimarii. 30KpeMa, Taki HabOpH
MaloTh OyTH XapaKTEePHUMU [Jisi KOHKPETHOI cdepu 3aCTOCYBAHHS CHCTEM BHUSBJIEHHS
00’eKkTiB Ha 300paxkenusx. Hampukmam, mjad axamily 300pazkeHb OOJUY 3 MEIUTHOO
MAaCKOIO aKTyaJbHUMH € HADOpHU 300pakKeHb, AHOTOBAHUX CTOCOBHO HAABHOCTI MACKH.
3aszHaunmo, 1o JJist Takoi 3a1a4i € momynsspanmu Habopn Mask Dataset [13] i Face Mask
Dataset [5]. OwueBngno, mo mis knacudikanii 300parkeHb 3 IHITMMHE XapaKTEPHUMHA
O3HAKAMU, HANPHUKIIA, OKYAsSpPaMu, TOJOBHUMHU yOOpaMu, TATYIOBAHHSME TOMIO TPeba
BUKOPYMCTOBYBATH 1HIII CIemiaTi30BaHi HAOOPH TAHUX.

BaxkauBoio xapaKTepuCTHKOI0 HAOOPY JAHUX € TAKOXK #oro obcar, sgkuit mae OyTu
JOCTATHHO BEJIUKUM. 3a3HAUYMMO, IO TAKy BUMOTY HE 3aBXKIN JIETKO 33I0BOJILHUTH,
pPO3T/ISIIA0YY HASBHI JzKepesa 300pakeHb. TOMy B TaKWX BUMAIKAX AKTYAJHHUMU
CTAOTh CHHTETWYHI HAOOpU manux. /Jlaji Oyme 3ampoOmOHOBAHO MiAXiJ 10 reHepyBaHHS
BiANOBIIHUX 300pakeHb, ONepyYn KiaodoBuMu Toukamu obimyds (facial landmarks).
EdexTuBHicTh TaKOrO miaxomy Oyae mposeMOHCTPOBAHO Jjis BUSBICHHS Ta Kaacuikarii
300paxkeHnb 00INY 3 MEIUIHOK MACKOIO, IO € AKTYAJIHHOI MPOOIEMOI0 CTOCOBHO 3abe31e-
YeHHsT AaBTOMATH30BAHOIO0 KOHTPOJIIO 34 JOTPUMAHHSIM MACKOBOTO PEXKUMY B TPOMAJICh-
kux micusx. Cepen mociiizkeHb Takoi MpobieMu MOXKHA BUALIMTH Tparo [6], ae 3ampo-
noHopaHo Mojens RetinaFaceMask fjist omHOETAIHOrO BUSIBJIEHHS OJATHEHUX MEIAIHUX
MAacoK, a TakoXK Iyouikaiito [18], B sikiii po3rsinyTo 100YH0BY ABOETAIIHOI MOMEs JJisd
BUSBJIEHHSI MACOK HA OOJMYYsX, Jie JJis JoKami3anii obama sBukopucroByerbes R-CNN, a
nys kiacudikaiii HOCIHHST MaCK¥ TECTYIOThCS Kijbka KjacuikaTopiB. 3a3HAYNMO, 1110
y IUX MpAIAX He BUCBITJIEHO 3JATHOCTI MOJIEjIeil MpaIfoBaTh B PEATbHOMY 9aci.

OTOoXK € aKTyaJIbHOIO PO3POOKA MOJENI JJisi KOHTPOIIO y PeaTbHOMY daci 3a o6and-
q5MH, TKi XapaKTepu3yThCs MEBHUMEU O3HAKAMH — €JIEMEHTAMHU 300PaKeHHs, 10 CTO-
CYIOTbCs KJIFOYOBHUX TO4YOK Obsmaus. IIpocrum, ajie BaxKiIuBUM MPUKJIIAI0M TAKUX O3HAK
MOXKYTh OyTH MEINYHI MACKHU, TOMY PO3POOJEHU MiIXia MPOJIEMOHCTPYEMO JIJIsT IIHOTO
BUTIAIKY.

2. JIETEKTOPU OB’€KTIB HA OBJIUYYAX

s omparioBanasa mudpoBux 300pazkeHb moOymOBaHO ABa gerekTopu. Ileprmmit
JeTekTop asoeranuuii (nus. puc.1l). Bim mae crammaprhy apxiTeKTypy i BUKOHYE Taki
KPOKH:

1) BugBIgE 00/MUYYSA HA OTPUMAHOMY HUMPOBOMY 300pazKeHHi;

2) kmacudikye BUABIEHE OOIMYYSA CTOCOBHO HASBHOCTI MACKH.

Ha mepmiomy etarmi neTekTop BUABISAE OOIUTYST HA MG POBOMY 300parkeHHi 3a JOMOMO-
rowo mozeni YOLOv7Face 3 Bigkpurum komom [24]. Ha mpyromy BinOyBaeThest Kiacu-
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dikalisg BUABIEHUX OOJIMY HA JBA KJIACH: OOJWYYS 3 MACKaMM Ta O0JINYI4Ys 6€3 MACOK,
Bignosigro. /[ls knacudikamii Oyra HaBYeHA MOE/]b HA OCHOBI 3rOPTKOBOI HEHPOHHOL
mepexi EfficientNetV2-B3 [19].
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Puc. 1. Cxema 3acToCcyBaHHS JI0 BXIHOTO 300parKEHHS JTBOETAITHOT
CHUCTEMH BUABJICHHA MEIUYIHUX MaCOK Ha O6.]'II/I“ILIHX .]'IIO,ZI;eﬁ
Scheme of applying a two-stage system for detecting medical
masks on people’s faces to an input image

SayBaxkuMoO, MmO Ha TpakTuili nudpoBi 300parkeHHs OyBAIOTh PI3HOI SKOCTi, IO
CYTTEBO BILTHBAE HA Pe3yJabTaTH POOOTH AeTeKTOopa. ToMy Apyruii JeTeKTop po3pobiie-
Huii gk rpuerannuii (uuB. puc.2). Bin Biapisuserbcs Big 6a30BOrO  1BOETAIIHOIO
JOJATKOBUM €TAllOM, SKHIl MiC/s BHUABJIEHHS OOIMYYs MOJIIIIYE SKICTb 300parKeHb
o6amu 3a gomnomoro CodeFormer [20]. Taxkwii mpenponecHr morpedye JOJATKOBUX
00YMCTIIOBAJIBHUX PECYPCiB, aje, sk Jaji Oyae MpOIeMOHCTPOBAHO PE3y/JIbTaTaMU Arpo-
Oarii, mae 3MOry HaifiHilIe KOHTPOTIOBATH JOTPUMAHHSI MACKOBOIO PEXKHUMY.

3. POBPOBKA CUHTETHYHOI'O HABOPY 30BPAYKEHb

K Oym0 BxKe 3a3HAYEHO, KiMbKICTh JOCTYIHUX HAOOPIB 300pazkeHb OCiO y MacKax €
3HAYHO MEHIIOI0 3a 00CATOM Bim KimbKocTi 300pazkeHb ocib 6e3 macok. Ila obcraBmma
3YMOBJIIOE€ HEOOXiTHICTh T€HEepyBaHHs CHHTETHIHHUX JAHWX /IS YCIIITHOIO HABYAHHSA 1
TECTYBAHHS ABTOMATW30BAHUX CUCTEM KOHTPOJIIO.

Posrnaremo 3ampomonoBaHmit MmiaXid s MATOTOBKH IMOTPIOHHX MJAHUX, Oepydn
opurinasibui 300paxkenns obsiuu 3 nabopy VGGFace2 [3], wo micturs 6ausbko 3.3
MiIbiiOHa 300paykenh moHad 9 Trucsau ocib. Hexait Mmaemo BumaakoBO BuOpame mudpone
300paxkenus jgoauan 3 HaOopy VGGFace2 Ta 3maiimeni KOOpAWHATH KIIOYOBUX TOYOK
obsimaus. Ilpukiiaj BUSB/IEHHS WX TOYOK I KOHKDPETHOTO OOIMYYs MOKA3AHO HA
puc. 4. ®irypa, sika OKpec/IeHa KOHTYPOM IiA00Piasa Ta OXOILIIOE HiC, MA€E MOMIOHY O
meauuHol Macku (opmy (aus. puc.d). s CTBOPeHHs CUHTETUYHUX 300pazKeHb OCib y
Mackax i ¢dirypu 3adapboByroTs 3a monomoror ¢yukIi £i11Poly 6i6miorexkn OpenCV
OJTHOTOHHO OJHUM 3 KOJIbOPiB, K MPOJEMOHCTPOBAHO HA, PUC. 6.
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Puc. 2. Cxema 3acTOCYBaHHS [0 BXiZHOTO 300paKeHHS TPUETAITHOT
CHUCTEMH BUABJICHHA MEIUYIHUX MaCOK Ha O6.]'II/I“ILIHX .]'IIO,Z[eﬁ
Scheme of applying a three-stage system for detecting
medical masks on people’s faces to an input image

fx i B merexkTopax, BHUSBJIEHHS OOJWY HA IU(GPOBOMY 300parKE€HHI BUKOHAHO 33
nomomororo mozemi YOLOv7Face. [ljig Bu3HA4YeHHS KJIIOYOBUX TOYOK OOJUAYIYs y IIiit
npari Bukopucrano meron SPIGA (Shape Preserving Facial Landmarks with Graph At-
tention Networks) [16]. Anropurm SPIGA BUKOpUCTOBY€E 3ropTKOBY HEHDOHHY MEDEXKY,
a TAaKOXK KaCKa/l rpadOoBUX HEUDOHHUX MePexkK 3 MEXaHIi3MOM yBaru, AKuil Ja€ 3MOry
30epiraTu reOMeTPUYHY CTPYKTYPYy OOIWYYsi, 30epiratour BUCOKY TOYHICTH JIOKAJIi3AIlil
TOYOK HaBiTH 3i 3MiHOIO OCBiTIIeHHS a0 BUpaA3y OOIMUYS.

SayBaxKuMO, 10 HABEJAECHUN AJIrOPUTM 3aCTOCOBHUIM 1 /Ui MeHepyBaHHs 300parKeHb
00JinY 3 IHIMUME XapaKTEePUCTUKAMU (HAPUKJIA, HAABHUMU OKYJISPAMHU, KAIEIIOXOM,
TATYIOBAHHSAM TOMLIO), AKIIO BOHU ACOIIIOIOTHCA 3 KJIIOYOBUMU TOUYKAMU OOIMIYs.

st anpobariii 3ampomoHOBAHOTO TMiIX0Iy BUMAIKOBO BUOPAHO 18 THCsSY 300parkeHb
miozieit 6e3 macok 3 VGGFace2 i na ix ocHOBI cTBOpeHO 18 THCsY 300parkeHb 0cib y MacKax.
Orpumanwuii y Takuii crnocid HoBmit Habip 3 36 Tucsay 300paxkeHb OYJIO PO3MOIIIEHO HA,
TpeHyBaIbHY, BaIigaliiiny Ta TecToBy BuOiIpKHU y cmiBBigmomenHi 16 : 1 : 1, BiamosigHO.
Ieit Habip JaHUX BUKOPUCTAHO /I HABYAHHS MOJEI Kaacudikariil 3 MeTOrO i IBUIIEHHS
e(PeKTUBHOCTI BUSABJIEHHS HOCIHHS MAaCOK.

EdexruBHicTh po3pobieHNX IeTEKTOPIiB MACOK IOCTIIKYBAIN HA CIEIIAIbHO ChOp-
MoBaHOMY Habopi nubpoBux 300pazkeHb ydHIB I BUMTENIB y HaBYaJIbHUX 3akjagax [1].
3o00pazkeHHs JJIs TAKOTO HAOOPY Oy/u 3aBaHTayKeHi 3 BeOpecypciB cTOKOBOI (hoTorpadil
Getty Images [8], Unsplash [21] Ta Pexels [15]. BuGpani 300paskeHHst € MiHIMAJIbHIX
po3MmipiB i TakuMmu, mo Moriau 6 OyTH OTpUMaHi 3 PaKypCy KaMep BiJIeOCHOCTEPEKEHHS
y 3akmazax ocitu. Habip micturs 100 nmdpoBux 300pakenb pPi3HWX PO3MIpiB, HA
KOXKHOMY 3 $IKMX HasBHA OjHa abo Kigbka ocib. CTBOPEHO aHOTAI0, IO OIMUCYE
0OMeKyBajIbHI MTPSIMOKYTHUKY OOJINY JIFO/IeH HA 300pasKeHHSAX i BITHOCUTH KOXKHE 3 HUX
JI0 OIHOTO 3 JBOX KJIACIB: MAacKa OJATHEHA ab0 MAacCKa He ofarHena. llimroroBsenwit y
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Puc. 5. ITobynosa dirypu, mo imiTye Mmacky Puc. 6. 3o6paxeHHs 3 HAKJ/IAIEHOIO
Building a shape that imitates a mask MacCKOIO
Image with mask applied

Puc. 7. Cxemaruune BioOpaKeHHs KPOKIB aJrOPUTMY
HAKJ/IAJaHHS MAaCOK Ha 300parkeHHs 00/ md
Schematic representation of the steps of the algorithm
for applying masks to face images

TaKkwuii crocio Habip 300parkeHb OyB BUKOPUCTAHUIL J/TsT TECTYBaHHS PO3POOTIEHOI CHCTEMH
BUSIBJIEHHSI MEJUIHUX MACOK HA OOJIMIUsX JIIO/IEH.

4. OnuC TPOrPAMHOT PEAJIIBAILTIT

PosrnaryTnit miaxig momso BUABMEHHS 33aHUX XapPaKTEPUCTHK Ha 300paykKeHHi 00-
Juddst (y 1bOMY BHUAJAKY MEAMYHOI MACKU) PEAJI30BAHO K [POTOTHUIL BiJUIOBLAHOL
KOMTII'IOTE€PHOI cucTemu B cepenoBuiax po3pobku PyCharm ra JupyterLab mosoro mpor-
pamyBanuas Python 3 3 Bukopucranusam 6i0aiorek Numpy, Matplotlib, OpenCV, Keras,
TensorFlow, PyTorch, ptflops [7], object detection metrics [14]; npoekris yolov7-face
[24], CodeFormer [20], SPIGA [16], Keras_ FLOP _Estimator [10]; a Takox miardopmu
Docker njis posropranis mporpaMHOro 3a0e3MedeHHs.

SaBaHTAaXKEHHsI Ta MOMEpeIHs OOPOOKA 300parKeHb, IO BUKOPUCTOBYBAJIUCS JIJIsi
TPEHYBAHHS Ta BaJiAAIl KiIacudikaTopa HasSBHOCTI MACKH, peaIi30BaHi yepe3 Kiac
ImageDataGenerator Gibmiorekn Keras. [lyst Bcix 300parkeHb TPOBOINTHCS OTHAKOBHUIL
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eTar monepeTHbOT 0OPOOKH, KU MOIATAE Y TPUBEIEHH] pPO3Mipy 300paskeHHs 10 PO3MIpy
64 x 64 mikceniB (target_size = (64, 64)).

Jlo TpeHyBaJbHOI YacTWHYW HADOPY 300parkKeHb TAKOXK JOJATKOBO 3aCTOCOBAHI Taki
IIepETBOPEHHA:

— BUIIAJKOBE J3epKaJibHe BiIoOpaKeHHs CTOCOBHO Beprukaibuoi oci  (horizon-
tal_flip =True);

— MacmrabyBaHHS Ha BUMAIKOBE 3HAYCHHS B MEXKAX 33IQHOTO J1ama3ony (zoom_ran-
ge =0.2);

— BUIIAJKOBUil 3CYyB y MexKax BU3HAYEHOro iHTepBasy (shear_range=0.2);

— 3MiHA ACKPABOCTI MIJIAXOM MHOXKEHHSI Ha BUIQIKOBE 3HAUYEHHS B MeXKaX /Iiala30Hy
(brightness_range=[0.6, 1.0]);

— TayccoBe po3MuBaHHS 3 BUMAJIKOBUM DPO3MIpOM sI/Ipa, IO € HEMAPHUM YUCJIOM Yy
miamazomi [0,9).

VY wiit npani kinacudikaTop HOCiHHA Macku Oysio mOOYIOBAHO 33 JOMOMOIOI0 KJIACY
Sequential Gibmiorekn Keras y BUTISII MTOCTITOBHOTO 3’€IHAHHS TAKUX €JIEMEHTIB:

1. mapis momeni EfficientNetV2-B3 (6e3 ocTanHbOr0 OBHO3B A3HOTO APy );

2. mapy 3MiHH PO3MIPHOCTI, KW MEPEeTBOPIOE HGAraTOBUMIPHHUI BEKTOP Y OJHOMIip-
HUiT; mell map peasizoBaHo depe3 kiac Flatten 3 6i6aioreku Keras;

3. BUXITHOTO MOBHO3B’SI3HOTO ITApy, IO PEATi30BaHO KjacoMm Dense 3 6i0siorexw
Keras, 3 po3wmipHicTio 2 Ta HOPMOBAHOIO EKCIIOHEHITIHHOW (DYHKITED AKTHBAIIT
(activation=softmax).

Inrepdeiic xkimacy EfficientNetV2B3 3 6i6miorekn Keras mae 3mory obparn modarkosi
napamerpu (Baru) meiiponnoi mepexi EfficientNetV2-B3, mo Oyau orpumani miz gac
TMOTIEPEIHROrO HABYaHHsS Ha HaOopi manmx ImageNet mms kmacudikamii 300pazkeHb
(weights=‘‘imagenet’’). Apryment include_top=False BigKnma€e ocTaHHiii TOBHO3B g3~
Huit map mozesai. HaroMicTh 10MaHO HOBHI BUXIIHMIMA IOBHO3B A3HUI AP 3 PO3MIPHICTIO
2, Mg FKOrO0 BWKOHAHO ONTHMI3AIi0 HapaMeTpiB; TPeHyBaHHs iHIIAX IMapiB OyJ0
BUMKHEHO. Bukopucranns mnonepeiHb0 HATPEHOBAHUX IIAPIB /s CTBOpeHHs Kiacudi-
KaTopa HOCiHHS MacKu € e(DEKTUBHUM 3 MOTJISIITY CKOPOYEHHS YaCy HA TPEHYBAHHS Ta
JIJIsI T IBUINEHHST TOTHOCTI epeadadeHb.

5. METPUKW [/1s1 OLIHIOBAHHSI PE3YJ/IbTATIB

L1 OLiHIOBAHHS PE3y/IbTATIiB PO3IMi3HABAHHS 00’€KTIB BUKOPHCTAHO METPHUKY INean
Average Precision (mAP) 3 noporosum 3uauennsim loU, sxwuii gopisaioe 0.5. lns
obuuncsenus 1iel merpuku Oys0 BuKOpuCTaHO BigkpuTy 6i6iioreky object detection
metrics [14].

Jlmst mepeBipKH MOXKJIMBOCTI pOOOTH MOIEI B PEXHMi PEATbHOrO 9Yacy BHMIPSHO
KijbKicrh BuKOHAHUX apudMernuHux ouepauiii 3 mwiasaiodon kpankoio (FLOPs). 06-
ancyrentss FLOPSs mist 06poOKu TeCTOBUX TaHUX HEHPOHHUMHU MepeXKaMu 0yJI0 TTPOBEIEHO
3a gonomororo 6ibmiorexku ptflops [7] (nys momeneit, peanizoBanux y PyTorch), a rakox
npoerry [10] (st Mmozeeit, peasnizoBanux y Keras). Jlist oniHKH peaiabHOro 4acy poborn
MOJEi Ha KOHKPETHOMY IIPOIECOPi BaXKJINBO BPAXOBYBATH HOT0O THUIT Ta iHII 0COOIMBOC-
1i. Hanpuknas, nearpasbhi npomecopu 12-ro nokosinas Intel Core 31arni BukonyBaTu
kinbka corenh GFLOPs na cekyumy [2], rpadiuni nporecopn Nvidia GeForce RTX 30
Series moxkyTh BukoHyBaTn Kibka TFLOPs na cexymmy.
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6. PE3VJIBTATHU AITPOBAILITI 3AIIPOITIOHOBAHOI'O IIJIXOOY

Jlns aHasi3y BIJIMBY INTYYHO CTBOPEHWX TPEHYBAJIBHUX JTaHUX OyJM HAaBUYEHI IBi
Bepcii kmacudikaropa wocimusg macok. OOuaBi HEHpPOHHI MEpeX)i MAIOTh APXITEKTYPY
EfficientNetV2-B3. Ilepmmuit knacudikarop Classifier-Orig-Mask naBuaBcsg Ha cyTo
opurinampaux 300paxxkenusx oosmd i3 mabopy Face Mask Dataset nmporsrom 6-tu emox.
Kuacudikarop Classifier-Aug-Mask naBuaBcs Ha Habopi 300parkeHb 3i Ty YHO JOMAHUME
MaCKaMu TPOTATOM 6-TH €IM0X, & TIOTIM IIe 3 eroXy Ha OPUriHAJIFHOMY HAOOPi 300parkeHb
06sima. CTaTUCTUKU TOYHOCTEH Kiacudikaliiil mpoTsaroM TPEeHYBAJIBHOTO TIPOIECY 300pa-
KeHo Ha puc. 8 1 9 misa 060x kmacudikaTopiB, BiAMOBIIHO.

To4HicTb kKnacudikauii ans EfficientNetV2-B3

1.000

0.995

0.990 -

TOYHICTb

0.985

0.980
opuriHanbHi TpeHyBanbHi AaHi
opuriHanbHi BanigauiHi aaxi

0.975

1 2 3 4 5 6
HOMep eroxu

Puc. 8. Buauenns rounocri Classifier-Orig-Mask st TpenysasibHOL
Ta Basiganifinol YacTuH Habopy 300pakeHb 06T
Classifier-Orig-Mask accuracy values for the training
and validation parts of the face image set

st MOCiIYKEeHHST TAKOXK OYJIO TOCTABJIEHO METY OIIHUTY BILIUB METOJIB TOJIIIIEH-
HS IKOCTI 300payKeHb i MOPIBHATH e(PEeKTUBHICTH JBOETAITHOIO Ta, TPUETAITHOTO ITiIXOIiB
II0/T0 BUSBJIEHHS MACOK HA, 00/IMI49AX. Y IIOMY PO3/Iii HABEJIEHO CTATUCTUYHI Pe3yJib-
TaTH 7 90THPHOX BEPCiil meTekTopa:

1. Detector-Orig — nBoeramamuit merektop, 1o BukopuctoBye Classifier-Orig-Mask.
2. Detector-Aug — nBoeramuuii gerexTop, mo BukopucroBye Classifier-Aug-Mask.

3. Detector-SR-Orig — rpueranuuii gerekTop i3 mosimmenusam gkocTi 306pazxkenn (SR
— super-resolution), mo sukopucrosye Classifier-Orig-Mask.

4. Detector-SR-Aug — TpueTanHuil JeTEKTOP i3 MOJIMIIEHHAM STKOCTI 300parKeHb, 110
ukopucroBye Classifier-Aug-Mask.

g recryBanns 00paHo 2 Habopu 300pakeHb: HAOIP 300paKeHb yYHIB i BUUTEIIB y
3ak/anax ocsiru (mosnadumo fforo Datasetl) Ta Mask Dataset (mosnaunmo Dataset2). Y
TabJ1. 1 HaBeJeH] 3HaYeHHs TOYHOCTI Kyacudikaropis 3a merpukor mAP, aki obuucieni
MIJISTXOM TIOPIBHSIHHST AHOTOBAHUX 1 Tepen0adeHnx 0OMeKyBaJbHUX MPSAMOKYTHUKIB JIJIs1
00JIMY Ta BiANOBITHUX Teper0adeHnx HMOBIDHOCTEH HOCIHHS MACKH.
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Looo ToyHicTb kKnacudikauii ans EfficientNetV2-B3
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Looo TouyHicTb knacudikauii ans EfficientNetV2-B3
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Puc. 9. Bunauyenns rounocri Classifier-Aug-Mask mms rpenysaapaEX
i Basimamiitnnx gactre HabOPiB 300paxkeHb 06T
Classifier-Aug-Mask accuracy values for training
and validation parts of face image sets

Tabauuys 1

Buauenus mAP st pe3yabTariB BUSBICHHS MEIUYHAX MACOK Ha ODJIMIUSX JIOIEH
mAP value for detection results of medical masks on people’s faces

mAP (%)
Bepcig gerekTopa Dataset1 Dataset2
Detector-Orig 86.3 77.2
Detector-Aug 87.2 81.3
Detector-SR-Orig 87.3 78.2
Detector-SR-Aug 88.9 82.2

3 MeTo ONiHIOBAHHS MPOLYKTHBHOCTI PO3POOJIEHOT MOJEJ [IJisd BUSBJIEHHS MACOK
Oys10 BUMipsTHO 4Yac i1 BUKOHAHHS HA KOMIT't0oTepi 3 mporecopom Intel Core i5-10300H ta
16 I'B oneparusmoi mam’gaTi. Y pexRuMmi TeCTyBaHHS 300pazkeHHs 00pOOJISIN TTOCIIiTOBHO.
Orpumani 3HAYEHHS 9aCy 3AMUCAHO 10 TAOJI. 2.

KinnkicTh omepariiit 3 maBaido0 KpamKkoi, HEOOXiTHUX 71 06pOoOKY OIHOTO 300pa-
JKeHHs, 0y/10 OOYMCIEHO MPOTPAMHO:
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— yolov7-lite-s morpedye ~ 2.96 GFLOPs nnst 06poOKu 01HOTO 300parKeHHsT PO3Mipy
640 x 640;

— EfficientNetV2-B3 morpebye =~ 0.27 GFLOPs mns o6pobku omHOTO 300paryKeHHs
po3mipy 64 x 64.

Tabaruus 2

3HadeHHs CepeIHIX Jacy Ta KiMbKOCTI Omepariiil 3 mIaBaiodor0 KPAIKoIo,
HeOOXiTHUX 171sT 0OPOOKH OHOTO 300pazKeHHST
Average time and number of floating point operations
required to process a single image

OGunciroBajJIbHA Tac (Mizicexymu)
cknagaicts (GFLOPS)
Bepcisa gerektopa | Datasetl Dataset2 Dataset1 Dataset2
Detector-Orig 4.1 4.2 223.8 235.3
Detector-Aug 4.1 4.2 219.3 229.8
Detector-SR-Orig - - 17628.1 19451.0
Detector-SR-Aug - - 17901.5 19509.4

s obuucnenns kinbkocri FLOPs y cucremi BusiBIeHHST MEIUYHHX MaCOK BapTO
TaKOXK BPaXyBaTH, IO Kaacu@IiKaTOp MACKH MOKe OyTH 3aCTOCOBAHUH KiTbKa Pas3iB 10
omHOrO 300pazkeHHsi, 60 Ha HbOMY MOxkKe OyTu Kibka o0mumd. Komkperno, xHabip Mask
Dataset mictuth 853 300paxkentst Ta 6n3bK0o 3800 BusiBjeHUX 00IUY, & HADIP YUYHIB T
BuntestiB — 100 300paxkens Ta 415 BusBirenux objaud. Yci 3HauveHHs kiabkocti FLOPs
3aMKUCaHo 110 TabJI. 2.

7. BUCHOBKU

PesynbraTu, orpumani min gac ampobariii 3ampormroHOBaHOTO TiAx0my 10 Kiaacudikarril
300pazkeHb 00 IMY CTOCOBHO HOCIHHSI MACKH, JEMOHCTPYIOTH HOr0 BUCOKY €(DEeKTUBHICTD.
A came posnmpenns HaAGOPIB JAHUX 3aBJFKUA 3r€HEPOBAHUM 3TiTHO 3 3aPOMOHOBAHUM
AJTOPUTMOM CHHTETHIHHX 300parKeHb IOJIIMIIYE TOYHICTh Kaacu@ikarii 300parkeHb.
Po3pobnennii gpoeTanHuii 1eTEKTOP 3MATHUIN MPAIIOBATHA B PEKUMI PEATIbHOTO Yacy, 00-
pobutsitoun 4-5 300pakens Ha cexkynmy Ha nporecopi Intel Core i5-10300 H. Orpumani
3HaveHHs To4gHOCTI y Merpurni mAP 81.3% maa mabopy Mask Dataset Ta 87.2% nmia
HAOOPY 300parkeHb YUHIB i BYATENIB JEMOHCTPYIOTH BHCOKY e(PEKTHBHICTH 3aIpOIio-
HOBAHOT'O MiJIXOMY J0 aBTOMATH3allil KOHTPOJIO 33 JOTPUMAHHAM MACKOBOT'O PEXKUMY.
3apa3oM TpUeTalnHuil JeTeKTOp 3MeHurye noxuOKy Kaacudikauii B cepepubomy Ha 8 %,
aJie B KijIbKa pasiB 30iIbIIye 9ac 0OpOOKY BXITHUX JAHUX TTOPIBHSHO 3 ABOETAMHUM. ToMy
Ha TPAKTUIL H0r0 BUKOPUCTAHHS TOTPEOYBATHME TIOTYKHINIOI O0IMCIIOBAIBHOI TEXHIKH.
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This paper addresses the problem of real-time facial image classification based on cer-
tain characteristics of faces. In particular, the work focuses on face mask classification task.
Since the volume of open-source annotated datasets of images of people wearing masks is
relatively small, the paper proposes an approach to generate corresponding images based
on facial landmarks. The use of the synthetic data for training the face mask classifier led

to an increase in its accuracy.

In light of the advantage of automating a surveillance for face mask compliance in public
places, we integrated the YOLOv7Face face detection model with the trained classifier
to develop a face mask detector. A new dataset consisting of images of students and
teachers from educational institutions was compiled to evaluate the model. The resulting
model achieved a mAP of 87.2% on the newly created dataset for detecting face masks.
Additionally, we found that applying CodeFormer for face restoration at an intermediate
step can decrease the error rate of the mask detector, though it substantially increases

inference time.

Key words: computer vision, convolutional neural network, object detection, face detection,

facial landmarks, face mask detection, real-time.



