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CYYACHI III X0 10 POBOTHN
3 HEOAHOPIITHOIO ITAM’ATTIO
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ey.a. Ywuisepcumemcevka 1, Jveis, 79000
e-mail: maksym.shcherba@Inu.edu.ua

PoaraaryTo cy4acHi mnigxomu 1o poboTH 3 HEOJHOPIJHOIO TaM’ATTI0 B KOHTEKCTI CTPiM-
KOro pO3BUTKY O0YMCJIIOBAJBHUX CUCTEM Ta ixHbOI eHeproedexrTuBHOCTi. IlpoanaJiizoBa-
HO 3POCTaHHSI MBHAKOAIT mporecopis i rpadidaux mpomecopiB, HaBEIEHO MPOrHO3 INOI0
JIOCSTHEHHSI IIJIATO Yy IXHBOMY pO3BHTKY. OXKpeMo pO3IJISHYyTO HmpobieMy BifCcTaBaHHS
IPOIYCKHOI 31aTHOCTI Ta 3aTPUMKH OMEPATUBHOI mam’siTi Big mporecopHol mBuaKoail, mo
CTBOPIOE BY3bKi MICI[sl B CyYaCHUX apXiTeKTypax. BHCBITI€HO TeXHOJOTil BHCOKOIPOIYK-
TUBHOI maM’sATi; maM’saTh 3 BHCOKOIO IPOIYCKHOIO CIPOMOKHICTIO Ta oaM’dTb HA OCHOBI
dazosoro nepexoxy. Ilomano mepcuekrtusry Texuosorito Compute Express Link (CXL)
Uit po3mupenHst o0cAriB i mpomyCcKHOI 34aTHOCTI mam’siTi, a TAKOXK ONHCAHO HiATPUMKY
HeOoJHOPinHOI nam’aTi 3 60Ky onepariiinol cucremu Linux.

Karomo86i cao6a: HEOTHODIHA TaM’SITh, IPOIYCKHA 3JAaTHICTH maM’sTi, 3aTPUMKA maM’sTi,
Compute Express Link (CXL), nam’ats Ha ocHOBI dasosoro mepexony (PCM), mam’ars 3
BHCOKOIO IIPOIYCKHOH cnpomoxkaicTio (HBM).

1. Bcrym

Y 1965 poui I'opmon Myp BucioBuB npunyineHss, m0 KiIbKiCTb TPAH3UCTOPIB HA
KpucTaji MIiKpOCXeMH TOJBOIOBATHMEThCs KOXKHI fBa poku [12]. Ile cmocrepeskenHs
oTpuMaJjo Ha3By “3axkoH Mypa’.
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Puc. 1. XapakrepucTnku meHTPaTbHAX IPOTecopis 3a 50 pokis [15]
Characteristics of central processors over 50 years [15]

3 rpadika Ha puc. 1 BUIHO, IO XOU KiJIBKICTH TPAH3UCTOPIB i 3pOCTae eKCIMOHEHIIIHO,
MBUIKO/IiT OTHOTO MOTOKY Ta TAKTOBA YACTOTA JOCATIIN CBOTO MAaKCUMAJIbLHOTO DIBHS.
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Puc. 2. IIporuos meuaxoxil rpadiunux nporecopis [9]
GPU performance forecast [9]
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Puc. 3. 3pocranss mBUAKOIT IpoLecopa NOPIBHSHO 3 IPOIYCKHO CIPOMOKHICTIO mam’sti [11]
CPU speed growth versus memory bandwidth [11]

Cxoxoro € curyarlis 3 rpadiuanmm mponecopamu — y [9] HaBemeHO TPOTHO3 TXHBOT
MIBUIKO/i. ABTOPH TPOMOHYIOTH MOIENb TOTO, K IMBHUIKOMiA TpadivHOro mpomecopa
3aJIeKUTH BiJ Or0 XapaKTEPUCTUK, a TAKOXK SIK XapaKTEPUCTUKU 3MIHIOIOTHCS 3 TACOM.
JIBoMa OCHOBHHUMHK XapaKTEPUCTUKAMHU € PO3MIP TEXIPOIECy Ta KiAbKiCTb saep.

ABropu 3a3Ha4AIOTh, IO PO3MIP TEXIPOIECY € HAOJMKEHHSIM JI0 PO3MIpY TpaH3UC-
Topa. ICHYIOTH pPi3Hi OIHKYU (Bi3uIHOrO 0OMEKeHHsS Po3Mipy TpaH3ucTopis — Bix 0,7 10
3 M. Y CBOIif MO/eJIi BOHU HAKJIAIAIOTH [1€ OOMEXKEHHST Ha PO3MID TEXITPOIECY.

Ilicaa Toro, gk ¢iszmdna mexka po3Mipy TPaH3UCTOpPa Oyae MOCATHYTA, 3MEHIIEH-
Hs TPAH3UCTOPIB mepecrane Oyru MoxkiauBuM. OQIHAK BCe M€ MOXKJIABE 30LIbIICHHS
KLJIBKOCTI s/1ep Ha KPUCTAJII, 10 MOJIIIILYE IIPOIYKTUBHICTD, 3a0e31medy0dn epeKTuBHiIne
mapaJiesibie obuncienus. KigbpKicTh simep MpOmOBXKyBaTUMe 3pPOCTaTH, JOKHA BOHA HE
JOCATHE OOMEKEHHsT HA KLTBbKOCTI TPAH3WCTOPIB, HEOOXiTHUX [IJIsi BUPOOHUIITBA BUCOKO-
edeKTUBHUX s/1ep. Y 3ralaniit Moaesi HaKIaIeHO OOMEeKeHHs HA KiTbKiCTh TPAH3UCTOPIB
B aapi mixx 600 Tucgyamu ta 2,4 MiTbitoHAMMU.

© Ulep6a M., Binenpkuii B., 2024
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Pesynbrar mporuo3yBanus BumHo Ha puc. 2. I'padik mae aBi TOUKH 3a0My: TepIia
BiamoBimae 3a gocsarHeHHsS (DI3MIHONO OOMEXKEHHS HA pPO3Mip TpaH3WCTOpa, a ApPyra
— 3a TOH MOMEHT, KOJH KiTbKiCTb TPAH3UCTOPIB y sApi HE MOXKHA 3MEHIIHTH Oe3
yrpar mBuakomil. Ilicas mocaraerHs aApyroi MexKi mepeadadaeThbes MIOCKA TPAEKTOPId.
Mogenb IPOrHO3y€ MOCATHEHHST MAKCAMAJIBHOI IBHIKOIIl BisT 10 70 101° domnc mix
2027 Ta 2035.

Ha puc. 3 306parkeno, K 3pOCTae 3 9aCOM YACTKA BiJI TiIJIEHHS MBUIKOIII TTPOIecopa
Ha MPOMYCKHY CIIPOMOXKHICTH onepatuBrOi mam’aTi. Ila gacrka 3pocrae na 14,2% 3a pik.
Ile o3magae, M0 TPOITYCKHA, CIIPOMOXKHICTH MaM’aTi Bi/ICTA€E BiJ ITBUIKO/III TTPOIECOPA.

3aTpumKa nam'ATi BiAcTae we ripwe: riragpnonc * (3aTpMmKa nam'aTi)
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Puc. 4. 3pocranss mBuaAKoAil Iponecopa MOPIBHAHO 3 3aTPUMKOR0 mam’sTi [11]
CPU performance gain versus memory latency [11]

CnoxuBaHHA enekTpoeHeprii (TBT-roa) LLOA 2020-2030
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Puc. 5. Tenaennia ans IO Bix 2020 mo 2030 poxy [3]
Data Center Trends 2020 to 2030 [3]

I3 3arpumkoro mam’ari curyarisa e ripma. Ha puc. 4 BugHO, 1110 100y TOK MIBUIKOIT
TIpoIecopa Ha 3aTpUMKy Tam’aTi 3poctae Ha 24,5% 3a pik. TobTo 3aTpuMka mam’aTi me
CUJIBHITIE BifICTaE Bif MBUIKOIII TTpoIecopa.
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OxpiM TPOMYCKHOI CITPOMOYKHOCTI Ta 3aTPUMKHU TIAM’sITi, iHITIOI BasKJIMBOIO XapaKTe-
PUCTHKOIO mam’aTi € i eHeproedeKTUBHICTD.

Y [3] 3pobiieHO HPOrHO3 CHOXKUBAHHS €JIEKTPOEHEPril HEHTPAMU ONPAlbOBYBAHHS
panux (ITO) nporsrom 2020-2030 pokis. Ileit uporuo3 rpyHTYeTbCs Ha OYiKyBAHOMY
3pocranui Tpadika maHux i miaBuinenHi exmeproedexkTuBHOoCTi. Ha pwuc. 5 300pazkeno
JBa, CIleHapii: HalKpamumii Ta OJikyBaHWM. Y HAUKPAIOMY CIIeHapii TMPUITYCKAETHCS
JyzKe moMipHe 3pocTaHHs Tpadika JaHUX — y IbOMY pa3i CHOKUBAHHS CTAHOBUTHME
366 TBr-rox y 2030 porri.

Y [5] naBeseHo Take HOpiBH#AHHsA: OJHA OlEpalis 13 YUCIAMU 3 PYyXOMOIO KOMOIO
norpedbye mpubau3no 10m/xk, Tomi SK OOWH JOCTYH A0 maMm’aTi mOTpebye Opi€HTOBHO
10 u/l:x. Tobro moctym mo mam’sti Bmorpedye B ~ 1000 pasis Gisnbire eneprii, Hixk
omepariisa 3 YACIaMHA 3 PYyXOMOIO KOMOIO.

Xo1a KOKHA 31 3ra/IaHNX XapaKTEePUCTHUK [TaM’sTi BayK/IMBa, Pi3HI 3aCTOCYHKHA MAIOTh
pizui norpebu. OHUM 3aCTOCYHKAM TOTPIOHA HU3bKA 3aTPUMKA, A IHIIUM BaXKJIMBIIIONO €
BUCOKQ, MPOMYCKHA CIIPOMOXKHICTh. CHCTeMa JIuiie 3 OJHUM THUIIOM TIaM’ siTi He 33J0BOJIb-
HsI€ TIOTPeOM BCiX TPOrpaM MOBHOIO MipOIo.

Biamosigmio Ha 3a3HavYeHi BUKJIUKHA MOXKYTb OyTH CHCTEMH, 1€ TOEIHAHO BOIHOYAC
KiJTbKa PI3HUX THUIIB maM gTi — cucTeMu 3 HeomHopimnoio mam’stTio. Jami B crarTti
POBIVIAHYTO KiIbKA TEXHOJIOTiH mam’gTi, a TakoxkK 3acobu Linux s poboTu 3 mam’ sTTio.

2. TIAM’STh 3 BUCOKOIO TIPONIYCKHOIO CTIPOMOYKHICTIO

IMam’saTh 3 BUCOKOIO mpoiycKuOoO cripomoxkuicTio (high bandwidth memory, HBM) —
IIe THIT KPHCTAJIA IIaM ATi 3 HI3bKUM CIIO?KABAHHAM €EKTPOEHEPTil Ta BEJTUKOK I PHHOIO
HIMHH.

PHY
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Puc. 6. Cxemaruane 306paxents HBM [10]
Schematic representation of HBM [10]

Kpucranun nam’sri cKIaga0Th BEPTUKAIBHO OJWH HA, OTHOrO. 3’'€IHAHHS MiXK KPHC-
rasamu HasuBaloThcs TSV (through-silicon vias) (pwuc.6).

Mixk3’equanna TSV hopMyOThCs NIIIXOM BUTPABIIOBAHHS TEPEXiJIHUX OTBOPIB y
mapax Kpucrais, mo 3’eanyorbesa (puc.7). OTBOpU 3AlOBHIOITH CTPYMOIPOBIIHUM
MeraioM. [2]

Iepmroro mmpokomoctymuow cucremoio aiasd HPC 3 meomaopimHO mam’stTio Oyiia
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HackpizHuit nepexigHuin oTeip (TSV)

LLlapn MOHTaxy KpucTanie

Puc. 7. Cxemaruune 306paxents TSV [2]
Schematic representation of TSV [2]

Intel Knights Landing Xeon Phi (KNL), Bunywena y 2016 poui. V wueit 6ararosiepauit
nporecop Oysa BOymoBaHa GararokaHa/ibHa JuHAMigHA oneparuBHa Tam’saTh (dynamic
RAM, DRAM) 3 npomyckuoro 3xarricrio 400 I'B/c, Toni sik Giabina 3osHimms DRAM
nocsrana auiie 6au3bko 100 I'B/c. Bararokananbay DRAM Moxkua 6yJ10 BAKOPUCTOBY-
BaTU K OKPEMY 00JaCTh maMm dTi, mo moTpedyBamo poOuTu BHOIp MiK MaIuM 0OCITOM
1 BUCOKOIO IIPOIYCKHOIO CIIPOMOKHICTIO, 3 OJHOTO OOKY, Ta BEJTUKHM OOCATOM i HU3BKOIO
MPOITYCKHOIO CITPOMOXKHICTIO, 3 inmmoro. Takoxk bGaratokaunasbua DRAM wmorna ciayrysa-
T KereM nepes 3sudaitnoro DRAM. Takuit pexxuM kewy KEPTBYE MIBUIKOIIEIO 3apau
MPOCTOTH, OCKLIHPKH HE TMOTPIOHO 3MIHIOBATH 3aCTOCYHKH, I00 BOHM $IBHO BUILISAIN
noTpibHmit iM TH mam’aTi.

3apa3 pumyck cepii KNL npununeno i nonenasaa 8 HPC ne Gyno nogibaux migcucrem
mam’ari. OgHak Jesiki BUPOOHWKHU IIPOIECOPIB OrOJOCHJIA MOBEPHEHHS iHTErpOBAHOL
maM’sTi 3 BUCOKOIO TPOIyCcKHOIO 3nartHicTio. Hanpuknasn, Intel Xeon Sapphire Rapids mae
BOynosani 64 I'b HBM. V noeananni 3i 3suvaitnoio 30sHimHER010 DRAM 1s mincucrema
mam’sri mgyxke cxoxka 10 KNL. [8]

3. IIAM’ITh HA OCHOBI ®A30BOI'O IIEPEXO/Y

IMam’sitb Ha ocuosi azosoro mepexomay (phase-change memory, PCM) — ne Tun
€HEPTrOHE3ATEKHOI TaM’ATi, 0 BUKOPHUCTOBYE BJIACTUBICTD XaJbKOIEHITHOIO CKJIA Iepe-
XOMUTHA MiK IBOMA CTaHAMH, aMOP(MHUM i KPHUCTATIYHHAM, MiJ BIJIUBOM TEILTa, IO
TE€HEPYETHCH €JIEKTPUIHUMHE iMITyJIbCAMU. XAJIHKOI'€HIIHE CKJIO MOXKHA HAJIIWHO, HIBU/IKO
i GaraTopa3oBo TiepeMuKkaTu 3 onmiel dasum Ha inmy. Amopdua dasza Mae BUCOKM
€JIEKTPUYHUN OIip, a KPpUCTAJIiuHa — HU3bKUil. Pi3HWIA B Omopi ABOX CTaHiB CTAHOBUTH
MpuOIN3HO 1T’ ATH TOPSAIKIB, 1 MOYXKe BUKOPUCTOBYBATHUCS /151 BUSHAYEHHS JIOTIIHUX CTaHIB
OiHAPHUX JAHUX.

Xova TPUHITUIT BUKOPUCTAHHS 3MiHHOMAZHUX MaTepiaiiB Ay KOMipKH mam’sTi OyB
upogemoncrposanuit y 1960-x pokax [13], rexuosioris Oysia HAATO HOBLIbHOIO, 11100 OyTu
npakTtuaaoro. OIHAK BiIKPUTTS MaTepiaJiB, IO MIBUIKO KPUCTATI3YIOThCS, TAKUX K
GeaShoTes (GST) i neroBanoro cpibmom ta inmiem SbeTe(AIST), BiAHOBUIO TIPOMUC-
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qoeuit iuTepec mo PCM. I GST, i AIST MoXyTh KPHCTAII3yBaTUCS MEHII HIXK 3a
100 mc mopiBHgHO 3 moHaa 10 MKC JJIs TomepemHix MarepianiB. Byno BurorosjeHo Ta
unpobysano npucrpoi PCM i3 najzsuvaiino mamuvu po3mipamu — 3 um X 20 uwm [14].

Enekrtpoa

GST

TiN SiOo

Enexktpoa

Puc. 8. Bynosa komipku PCM [1]
Structure of a PCM cell [1]

Ha puc. 8 300pakerno 6a30By CTPYKTYpy TPHUCTPOIO TaM’siTi HA OCHOBI (ha30BOro
nepexony. GST posramoBanwuii MiXK BEPXHIM 1 HUXKHIM €JIEKTPOJAMHU 3 HArPiBaJIHHUM
enementoM (3 TiN), axuil BUXOAUTD Bij HUKHBOIO €JEKTPOJA Ta HAJATOJXKYE KOHTAKT

3 MarepiajioM.

RESET ao amopgHoro
Hanp., ~610°C

SET Ao KpucTtaniuHoro
—_—— i — — — Hanp., ~350°C

Ctpym
(Temnepatypa)
|
I

34AT

| ' Yac

Puc. 9. IIpuamun po6orn xomipku PCM [1]
The principle of operation of the PCM cell [1]

Onumiemo merasbHile TpoIecH, ki BimdyBatoThesa y komipmi PCM mig wac poboru.
Croouarky cmiaB mepebyBae B aMOpgHOMY CTaHi, TOOTO Ma€ BHCOKHil omip. AKImo
TMIPUKJIaJeHa HApyra MEPEBUINY€E MeBHE MOPOTOBe 3HAYEHHS, TO MOYWHAE MPOTIKATH
CTPyM, SIKUil pO3irpiBae CIijiaB.

Ko upordrom 3asaHoro npomixky wacy (manpuxiazu, 100 Hc) niarpumysaru
TeMTepaTypy HarpiBaHHsA, fKa B IIhOMY BHUMAAKY cranoBuTh mpubanzno 350 °C, To
chopMyeThcs KpHUCTAIidHA I'DATKA, KA 3a0e3Medye HU3bKe 3HAYEHHS €JIeKTPUIHOTO
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omopy. Y IIbOMY BUMAIKY KPUCTAJIIYHA CTPYKTYPa He PYHHYETHCS TIC/IsS TOrO, SK HAIPYTa
3HIMAETHCS 1 CIJIAB OXOJIO/IKY€EThCs. Taka Kpucrasizarlis 3MiHIOE cTaH 6iTa 3 JOTivHOrOo
“0” ma moriuny “1” 1 HazuBaerbes oneparieio SET.

Tenep mj1st TOTO, 1100 TPOYNUTATH 3HAUEHHS, IO 30€piracThcs B KOMIpIii 6iTa, a mo cyTi,
BUMIPSATH OMip, HE MOTPIOHI BUCOKI HAMpPYyru ¥ cTpymu. JlOCHUTH MPUKJIACTH HEBEJUKY
Hanpyry, ckaxkimo, 0,5 B, mob orpumaru crpym mopsaky 0,5 MA — joriuny “17.

Bucoka mampyra i, BiANOBiZHO, BeJWKwWii CTpyM, 3HAIOOJSTHCA, KoM Tpeba Oyme
TepeBeCTH CIJIaB HA3a/] B amopdHUil cTan. Y HABEJIEHOMY MPUKJIAIl MOTpiOHA TemIe-
parypa 6su3bko 600 °C, sxa mpu3BOAWTH A0 po3iiaBjieHHs Marepiamy. llicas 3usaTrs
HAIPYTH CIJIAB IIIBUIKO OXOJIOZKYETHCS, ¥ IIbOMY BUIAIKY BUSABJISETHCS, 10 IIPU MIPOXO/Ti
qepe3 00/1aCTh KPUCTaIi3ariil, 9acy s GopMyBaHHs Oy/1b-IKO0I KPUCTATITHOI CTPYKTYPH
He Buctadae. Tyt 3naqvenns 6ita 3minoerhes 3 “1” ma “0”. Taka omepailtist Ha3WBAETHCS
RESET.

Tenep, sakimo npukmactu Ty camy Hanpyry B 0,5 B, Bucokwmii omip amopdmuoro
CTJIABY TPW3BOIUTH O TOTO, IO 3HAYEHHS CTPYMY MPAKTUYHO NOPiBHIOE HYM0. OTOXK
OTPUMYEMO iHIIle 3HaYeHHs GiTa, 1Mo 36epiraeThes B KoMipui — ne soriunmit “0” [1].

Ilro Texmosorito mam’daTi MOXKHA BHKOPHCTOBYBATH i MOCTifiHOoro 306epiramus, a
TAKOXK K OCHOBHY HaM’sTh Besiukoro obcsry. Toai DRAM € miBu1KoO10 mam’saTTio Majioro
o6csry, na Binminy Big KNL, ne DRAM posrisimaeThcs K TOBLIbHA, TaM’ ATh BEJIMKOTO
obcary [14].

4. CoMPUTE EXPRESS LINK (CXL)

Compute Express Link (CXL) — ne Biakpurtuii craszaprT, po3poO/eHuii ChijibHU-
MU 3yCHJIJISIMA OCHOBHUX BUPOOHUKIB anaparHoro 3abe3nedenHs, s BUCOKOI TPOIMYCK-
HOI CIIPOMOXKHOCTI Ta HU3BKOI 3aTpuMKu mpu pobounmx Haantaxkenusx y O/, Ileit
CTAHJAPT BU3HAYAE HPOTOKOJM 3’€HAHHS MiXK TOJIOBHHM IIPOLECOPOM 1 HPUCTPOSMHU
TaKWMH, siK MTPUCKOPIOBaYi, 6ydepn ornepaTuBHOT maM’sTi Ta MPUCTPOT BBOLY-BUBOLY. [6]

VY cramgapri CXL Busnadeno tpu okpemi mnporokonu: CXL.o, CXL.cache i
CXL.memory.

— TIporokon CXL.io moOGymosanuii ma ocHosi imtepdeiicy PCI Express (PCle) i
BUKOPHUCTOBYETHCS /I TaKUX (DYHKINH, sTK BUSBJIEHHS MPUCTPOIB, KOHMIryparis,
inimiamizarmis, BipTyasmizarlis BBOAY-BUBOIY Ta MPAMHIT JOCTYI J0 IMaM ATi 3 BHKO-
PUCTaHHSM HEKOTE€PEHTHOTO 3aBAHTAYKEHHSI Ta 3alaM’ siTOBYBaHHS.

— CXL.cache nae 3Mory npucTporo KenryBaru JJani 3 roJIOBHOI ITam’gTi, 3aCTOCOBY 09N
TMPOCTHH TPOTOKOJ 3amuTy # Biamosigi. [omoBHWiT mporecop Kepye KOrepeHTHICTIO
PO3MIIMIEHNX y Kellli TPUCTPOIO TAHUX.

— CXL.memory fae 3MOTy TOJIOBHOMY TIPOIIECOPOBI JOCTYMATHUCS IO ITaM’siTi MPUCT-
poto CXL. Tpanzakmii CXL.memory — 1e mpocTi TpaH3aKIii 3aBAHTAXKEHHS Ta
3amam’siTOByBaHHS, [0 WIyTh Bij IOJIOBHOIO IIPOLIECOPA, KU 10a€ PO KOrePeHT-
HicTh [6].

Ockimbrku CXL € magdymosoro man crangaprom PCle, To Bim mpomonye mabaraTo
BUIIy MIBHIKICTH nepenaBanns (Hanpukial, PCle 4.0: 16 I'6ir/c nporn DDR4-3200: 3,2
I'6ir/c) i norpebye menmie eneprii na nepenasanus (manpukiazn, PCle 4.0: 6 n/lx/6it
uporu DDR4: 22 u/lxk/6ir), ase kowrom Habararo moBIOI 3aTpUMKU (HALDPUKIIAL,
PCle 4.0: 40 uc mporu DDR4: <1 uc). IIpucrpiit nam’sti CXL ua ocuosi PCle
5.0 MOXkKe pO3MIUPUTH OOCAT MaM’dTi Ta TPOMYCKHY 3aaTHICTH cucteM. Kpim Toro, 3
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kouTposiepom CXL mixk mporecopom i npuctposmu nam’siti CXL po3MeskoBy€e T€XHOJIOTIT
maM’gaTi BiJ miaTpuMyBaHOI TPOIECOPOM KOHKPETHOI TeXHOJIori1 inTepdeiicy mam’sri. [le

Ja€ BUPOOHUKAM ITaM’saTi Oe3MpereeHTHy THYYKICTh y po3podii # omTumizarii IXHiX
npucrpois mam’sti [7].

Tabaruuys 1

IIpomyckHi CIPOMOXKHOCTI, 3ATPUMKH Ta OOCATH PI3HUX BHUIIB IMaM ATi.
Vei ui 3nadenns gyke npubiin3Hi, OCKIIbKE BOHU 3aJ€2KaTh BiJ KOHKPETHOL
MO/IeJTi TIporiecopa, KiabKOCTi KaHaiB mam’aTi, 9acToT i T.1. [§]
Bandwidths, latencies, and capacities of different types of memory.

All of these values are very approximate, as they depend on the specific
processor model, number of memory channels, frequencies, etc. [§]

Texmomoris IIponyckua cmopo- | 3arpumka,| Oo6csr,
moxkaicTb, (I'B/c) (uc) (T'B)
DRAM 200 100 100
Bararokanaibua DRAM 400 120 16
HBM2 800 120 64
Enepronesajexua mam’sTh 50 300 1000
CXL DRAM 50 250 1000

Burmesrazani Buau mam’sTi MaroTh 3HATHI PO30iKHOCTI ¥ MBUAKOIIT maM aTi: Gararo-
kanasibaa DRAM i HBM mators HaGararo BUIly IPOIYCKHY CIPOMOXKHICTD, Hizk DRAM,
aje IXHS 3aTPUMKA, JaCTO € BUINOK. EHEProHe3a/ieskHa, MaMm’sTh MA€ CYTTEBO BWUIILY
3aTPUMKY Ta HHUXKYY TPOMYCKHY CIPOMOXKHICTB, aje i1 obcsar Oimbimmit. Takox obcsr
3a3BMYail 3MEHNIYEThCS 31 3POCTAHHAM IPOIMYCKHOI CIIPOMOXKHOCTI, ajle He KOPEJIo€E i3
3arpuMKoo0. Y Tabu. 1 migcymoBano npubiu3ni XapaKTePUCTUKY IUX TEXHOJIOriH [8].

5. 3ACOBU LINUX /i1 POBOTU 3 [TAM ATTHO

IIpormecu Linux MOXKyTh BUKOPUCTOBYBATH (DYHKIIO mmap, o0 CTBOPIOBATH HOBI
JUISHKY BipTyabHOI mam’aTi i BimoOpazkatu 00’€KTH B ITi JIJISHKH.

void *mmap(void *start, size_t length,
int prot, int flags, int fd, off_t offset);

QyHKIlis mmap poOUTH 3AIUT JO $/Ipa CTBOPUTHU HOBY JJISTHKY BipTyasbHOI mam’siTi,
sdKa 6arXKaHO TIOYMHAETHCA 34 aapecoro start, Ta BiAOOpa3UTH HENMEPEePBHUIT MIMATOK
ob6’ekTa, 3amaHoro geckpunrtopom ¢daitmy £d, B HOBy mingaky. HemepepBHwmit mmaToxk
ob’ekra mae po3mip length Oaiiri Ta po3nounnaerncsa 3a offset OaiiriB Bij novyarky
daiiny. Aznpeca start e jurre maKa3Koio i 3a3suyail 3a3uavaerbes sk NULL.

AprymenT prot MicTuTh 6iTH, IO OMUCYIOTH JO3BOJW JOCTYITY UISTHKYA BipTYaIbHOI
mam’sTi.

PROT EXEC. [Jingaaka CKIaIaeThcs 3 iIHCTPYKIIii, gKi MOXKe BUKOHYBAaTH IEHTPA-
JBHUHN IIPOIECOP.-

PROT _ READ. 3 gingHKr MOXKHA 3YUTYBATH.

PROT_WRITE. V ninsguky MOXKHA 3aMUCyBaTH.
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PROT _NONE. /o ainsakn He MOYKHA TOCTYTATHCS.
Apryment flags cKIaJa€eTbCs 3 OITIB, 110 OMUCYIOTH THII BiIOOPAXKEHOr0 00’€KTA.
OyuKIig munmap Bugassg€ 00JIaCTi BIpTya bHOI mam aTi:

int munmap(void *start, size_t length);

OyHKIA munmap BUIAJSIE TUTAHKY, IO PO3MOYNHAETHCA 33 BIPTYAJIHHOIO aIPECOI0
start i ckiagaerbes 3 HACTynHUX length Gaiitis. HacTynni 3BepranHs 10 BuIAIE€HOl
00J1aCTi CIPUYAUHATH TTIOMUJIKY.

Iompu Te, 110 6€3CYyMHIBHO MOYKHA BUKOPWCTOBYBATH HU3bKOPiBHEBI (DyHKINT mmap i
munmap, 100 CTBOPIOBATH Ta BUIAJIATHU [UISHKA BIPTYaJbHOI MaM’siTi, 3PYyUHIiNIe BUKO-
PHCTOBYBATH AWHAMIUHAN PO3MOIITHHAK MaM’SITi.

Cramgaprra Oidmioreka C Hazae po3MOMiILHUK, BimoMnii sik maker malloc. IIporpa-
MH BHILTAIOTH OJTOKW TaM sITi BUKJIUKOM (pyHKIil malloc.

void *malloc(size_t size);

OyukIifisg malloc MOBEPTAE MOKAKYINUK HA OJOK mam’sTi po3MipoMm mpuHaiiMHI size
Gaiitis. fkio malloc HAINITOBXHETHCA Ha mpobjemy (HAPUK/IAL, TPOrpama CupodyBaJa
BUILIATH OJIOK nam’siTi, GlIbmmil, HizK JOCTYIHA BipTyasbHa MaM’4Th), TO BOHA IOBEPHE
NULL.

IIporpavu 3BUTBHSAIOTH BUILIEH] OJIOKHU MaM’siTi BUKJIMKOM (DYHKINI free.
void free(void *ptr);

AprymenT ptr HOBUHEH II0KA3yBaTH Ha OYATOK BuALIeHOro 6s0ka [4].

Y BHUIAAKY HEOJHOPIIHOI TaM’sATi KOPUCTYBad MOXKE 3a3HAYNATH, SAKANA CaMe THUM
nam’ari lomy morpiben. Ko pizui Tunm mam’ari po3risaaaloThes sk pizai By3au NUMA
(non-uniform memory access), T0 MOxkKHa BukJukaru GyHKUio0 mbind.

int mbind(void #*start, unsigned long length, int mode,
unsigned long #*nodemask, unsigned long maxnode, unsigned flags);

mbind Bcranosoe nomituky nam’ati NUMA g npomiKkky mam’sTi, M0 pO3MOYnHAE-
ThCH 3a a/pecoio start i mae po3mip length Gaiitis.
nodemask noka3sye Ha 6GiToBy macky By3ais NUMA.

6. BUCHOBKU

Byso posrsryTo cydacHi migxomu 10 poObOTH 3 HEOIHOPIAHOIO aM’ STTIO B KOHTEKCT1
PO3BHUTKY OOYUC/IIOBAJILHUX CHCTEM Ta ixHbOI eHeproedexkTuBHocti. Oriisy TeXHOIOri
maM’saTi MPOAEMOHCTPYBAB, IO X0Ya MPOIECOpu Ta, rpadidHi mporecopu MpoIOBKYIOThH
MIBUIKO PO3BUBATHUCS, MIBUIKICTH PO3BUTKY TEXHOJIOTiH OMEpaTWBHOI MaM’siTi 3HAYHO
BizicTaE, 1Mo CTBOPIOE BY3bKi MICIld B OOUHMCTIOBATTLHUX aPXiTEKTypPax.

OcobnBO aKTyaIbHOIO CTajia mpobJeMa PO3PUBY MiXK MIBHIKOIIEIO MPOIECOPIB Ta
MPOIYCKHOIO CIPOMOXKHICTIO 1 3aTPUMKOIO Mam’sTi, IO BIJIUBAE HA 3arajbHy IIPO-
AYKTUBHICTH cucreM. AmHaii3 pi3sHMX BH/IB IaM’ATi, TAKUX 9K I1aM’SThb 3 BHCOKOIO
uponyckuoto 3xaaruicrio (HBM), nam’ste na ochosi dasosoro nepexomy (PCM) ra
rexuosoris Compute Express Link (CXL), mpomeMOHCTpYBaB TIOTEHIIA WX PIIIEHb Y
IIOIOJIAHH] 3a3HAYEHNX OOMEYKEHb.
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Bokpema, HBM, 3 i BHCOKOIO TPOITYCKHOIO CITPOMOXKHICTIO Ta €HeproeEeKTUBHICTIO, €
MEPCIEeKTUBHOIO JJIsi BAKOPUCTAHHSA B CUCTEMAaX BUCOKONPOAyKTUBHUX o6unciens (HPC).
PCM mnpononye MOXKIIUBICTH CTBOPEHHST TIaM’dTi, Ka 37aTHa 306epiraTu mani HaBiTH 63
JKHUBJIEHHS, IO OCOOJHUBO I[HHO i MOCTIHOrO 30epiraHHsa BEJTUKHX OOCATIB TaHUX.
Texuosoris CXL Binkpupae HOBI MOXKJIMBOCTI Jijisi PO3IIMPEHHs 1aM’ Tl Ta IiABUIIEHHS
i1 IPOIMYCKHOI 3IATHOCTI, 110 MOXKE CYTTEBO 3HU3UTHU 3ATPUMKN B CHUCTEMAX i3 BUCOKUMMU
BHMOTAMH JI0 OOPOOKH JaHUX.

Po3srisuyTo Takok mMATPUMKY OMepariiiaor cucrtemor Linux pobotw 3 HEOZHOpPII-
HOIO TIaM ATTIO, IO € BAXKJIUBUM i 3abe3nederds e(heKTUBHOIO BUKOPUCTAHHS HOBUX
BHU/IB MaM’ATi HA PIBHI IpOrpaMHOro 3apesnedentsd. Taka miATPpUMKa JOMOMAra€ Kpailre
BUKOPUCTOBYBATH JIOCTYIIHI PECypCH Ta MiHIMI3yBaTU HEraTUBHUIl BILIMB 3aTPUMOK I1a-
M aTi.

Omxke, MaibyTHE KOMIT FOTEPHUX CHCTEM MOTPeOy€e BIPOBAIYKEHHS HOBUX I IXO/IB 10
poboTH 3 MaM’ATTIO, sIKi 3MOXKYTh 3a0e3mednTn 30aJIaHCOBAHNI POZBUTOK O0OYMCIIIOBAJIb-
HOI MOTYXKHOCTI Ta MPOMYCKHOI 3JATHOCTI TaM’ATi, 3HUKYIOYH E€HEPrOCIOKUBAHHS Ta
MiIBUINY04Yn 3arajibHy edeKTuBHICTh cucreM. lle € KpUTHIHUM /IS TiATPUMKHA YUMPa3
Oinpimmx moTped y po3podii cydacHHX OOYHCTIOBATBHUX CHCTEM Ta OOpOOI BETMKHX
00CSTIB TaHUX.
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The article explores modern approaches to working with heterogeneous memory in the
context of the rapid development of computing systems and their energy efficiency. The
growth of CPU and GPU performance is analyzed, and a forecast is provided regarding
the plateau expected in their development. The issue of memory bandwidth and latency
lagging behind CPU performance is highlighted, creating bottlenecks in modern architec-
tures. High-performance memory technologies such as high bandwidth memory (HBM)
and phase-change memory (PCM) are examined. The article also introduces the promising
Compute Express Link (CXL) technology for expanding memory capacity and bandwidth.
Additionally, the support for heterogeneous memory in the Linux operating system is de-
scribed.
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