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Ðîçãëÿíóòî ñó÷àñíi ïiäõîäè äî ðîáîòè ç íåîäíîðiäíîþ ïàì'ÿòòþ â êîíòåêñòi ñòðiì-
êîãî ðîçâèòêó îá÷èñëþâàëüíèõ ñèñòåì òà ¨õíüî¨ åíåðãîåôåêòèâíîñòi. Ïðîàíàëiçîâà-
íî çðîñòàííÿ øâèäêîäi¨ ïðîöåñîðiâ i ãðàôi÷íèõ ïðîöåñîðiâ, íàâåäåíî ïðîãíîç ùîäî
äîñÿãíåííÿ ïëàòî ó ¨õíüîìó ðîçâèòêó. Îêðåìî ðîçãëÿíóòî ïðîáëåìó âiäñòàâàííÿ
ïðîïóñêíî¨ çäàòíîñòi òà çàòðèìêè îïåðàòèâíî¨ ïàì'ÿòi âiä ïðîöåñîðíî¨ øâèäêîäi¨, ùî
ñòâîðþ¹ âóçüêi ìiñöÿ â ñó÷àñíèõ àðõiòåêòóðàõ. Âèñâiòëåíî òåõíîëîãi¨ âèñîêîïðîäóê-
òèâíî¨ ïàì'ÿòi; ïàì'ÿòü ç âèñîêîþ ïðîïóñêíîþ ñïðîìîæíiñòþ òà ïàì'ÿòü íà îñíîâi
ôàçîâîãî ïåðåõîäó. Ïîäàíî ïåðñïåêòèâíó òåõíîëîãiþ Compute Express Link (CXL)
äëÿ ðîçøèðåííÿ îáñÿãiâ i ïðîïóñêíî¨ çäàòíîñòi ïàì'ÿòi, à òàêîæ îïèñàíî ïiäòðèìêó
íåîäíîðiäíî¨ ïàì'ÿòi ç áîêó îïåðàöiéíî¨ ñèñòåìè Linux.

Êëþ÷îâi ñëîâà: íåîäíîðiäíà ïàì'ÿòü, ïðîïóñêíà çäàòíiñòü ïàì'ÿòi, çàòðèìêà ïàì'ÿòi,
Compute Express Link (CXL), ïàì'ÿòü íà îñíîâi ôàçîâîãî ïåðåõîäó (PCM), ïàì'ÿòü ç
âèñîêîþ ïðîïóñêíîþ ñïðîìîæíiñòþ (HBM).

1. Âñòóï

Ó 1965 ðîöi Ãîðäîí Ìóð âèñëîâèâ ïðèïóùåííÿ, ùî êiëüêiñòü òðàíçèñòîðiâ íà
êðèñòàëi ìiêðîñõåìè ïîäâîþâàòèìåòüñÿ êîæíi äâà ðîêè [12]. Öå ñïîñòåðåæåííÿ
îòðèìàëî íàçâó �çàêîí Ìóðà�.

Ðèñ. 1. Õàðàêòåðèñòèêè öåíòðàëüíèõ ïðîöåñîðiâ çà 50 ðîêiâ [15]
Characteristics of central processors over 50 years [15]

Ç ãðàôiêà íà ðèñ. 1 âèäíî, ùî õî÷ êiëüêiñòü òðàíçèñòîðiâ i çðîñòà¹ åêñïîíåíöiéíî,
øâèäêîäiÿ îäíîãî ïîòîêó òà òàêòîâà ÷àñòîòà äîñÿãëè ñâîãî ìàêñèìàëüíîãî ðiâíÿ.
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Ðèñ. 2. Ïðîãíîç øâèäêîäi¨ ãðàôi÷íèõ ïðîöåñîðiâ [9]
GPU performance forecast [9]

Ðèñ. 3. Çðîñòàííÿ øâèäêîäi¨ ïðîöåñîðà ïîðiâíÿíî ç ïðîïóñêíîþ ñïðîìîæíiñòþ ïàì'ÿòi [11]
CPU speed growth versus memory bandwidth [11]

Ñõîæîþ ¹ ñèòóàöiÿ ç ãðàôi÷íèìè ïðîöåñîðàìè � ó [9] íàâåäåíî ïðîãíîç ¨õíüî¨
øâèäêîäi¨. Àâòîðè ïðîïîíóþòü ìîäåëü òîãî, ÿê øâèäêîäiÿ ãðàôi÷íîãî ïðîöåñîðà
çàëåæèòü âiä éîãî õàðàêòåðèñòèê, à òàêîæ ÿê õàðàêòåðèñòèêè çìiíþþòüñÿ ç ÷àñîì.
Äâîìà îñíîâíèìè õàðàêòåðèñòèêàìè ¹ ðîçìið òåõïðîöåñó òà êiëüêiñòü ÿäåð.

Àâòîðè çàçíà÷àþòü, ùî ðîçìið òåõïðîöåñó ¹ íàáëèæåííÿì äî ðîçìiðó òðàíçèñ-
òîðà. Iñíóþòü ðiçíi îöiíêè ôiçè÷íîãî îáìåæåííÿ ðîçìiðó òðàíçèñòîðiâ � âiä 0,7 äî
3 íì. Ó ñâî¨é ìîäåëi âîíè íàêëàäàþòü öå îáìåæåííÿ íà ðîçìið òåõïðîöåñó.

Ïiñëÿ òîãî, ÿê ôiçè÷íà ìåæà ðîçìiðó òðàíçèñòîðà áóäå äîñÿãíóòà, çìåíøåí-
íÿ òðàíçèñòîðiâ ïåðåñòàíå áóòè ìîæëèâèì. Îäíàê âñå ùå ìîæëèâå çáiëüøåííÿ
êiëüêîñòi ÿäåð íà êðèñòàëi, ùî ïîëiïøó¹ ïðîäóêòèâíiñòü, çàáåçïå÷óþ÷è åôåêòèâíiøå
ïàðàëåëüíå îá÷èñëåííÿ. Êiëüêiñòü ÿäåð ïðîäîâæóâàòèìå çðîñòàòè, äîêè âîíà íå
äîñÿãíå îáìåæåííÿ íà êiëüêîñòi òðàíçèñòîðiâ, íåîáõiäíèõ äëÿ âèðîáíèöòâà âèñîêî-
åôåêòèâíèõ ÿäåð. Ó çãàäàíié ìîäåëi íàêëàäåíî îáìåæåííÿ íà êiëüêiñòü òðàíçèñòîðiâ
â ÿäði ìiæ 600 òèñÿ÷àìè òà 2,4 ìiëüéîíàìè.

©ÙåðáàÌ., ÁiëåöüêèéÂ., 2024
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Ðåçóëüòàò ïðîãíîçóâàííÿ âèäíî íà ðèñ. 2. Ãðàôiê ìà¹ äâi òî÷êè çàëîìó: ïåðøà
âiäïîâiäà¹ çà äîñÿãíåííÿ ôiçè÷íîãî îáìåæåííÿ íà ðîçìið òðàíçèñòîðà, à äðóãà
� çà òîé ìîìåíò, êîëè êiëüêiñòü òðàíçèñòîðiâ ó ÿäði íå ìîæíà çìåíøèòè áåç
óòðàò øâèäêîäi¨. Ïiñëÿ äîñÿãíåííÿ äðóãî¨ ìåæi ïåðåäáà÷à¹òüñÿ ïëîñêà òðà¹êòîðiÿ.
Ìîäåëü ïðîãíîçó¹ äîñÿãíåííÿ ìàêñèìàëüíî¨ øâèäêîäi¨ âiä 1014 äî 1015 ôëîïñ ìiæ
2027 òà 2035.

Íà ðèñ. 3 çîáðàæåíî, ÿê çðîñòà¹ ç ÷àñîì ÷àñòêà âiä äiëåííÿ øâèäêîäi¨ ïðîöåñîðà
íà ïðîïóñêíó ñïðîìîæíiñòü îïåðàòèâíî¨ ïàì'ÿòi. Öÿ ÷àñòêà çðîñòà¹ íà 14,2% çà ðiê.
Öå îçíà÷à¹, ùî ïðîïóñêíà ñïðîìîæíiñòü ïàì'ÿòi âiäñòà¹ âiä øâèäêîäi¨ ïðîöåñîðà.

Ðèñ. 4. Çðîñòàííÿ øâèäêîäi¨ ïðîöåñîðà ïîðiâíÿíî ç çàòðèìêîþ ïàì'ÿòi [11]
CPU performance gain versus memory latency [11]

Ðèñ. 5. Òåíäåíöiÿ äëÿ ÖÎÄ âiä 2020 äî 2030 ðîêó [3]
Data Center Trends 2020 to 2030 [3]

Iç çàòðèìêîþ ïàì'ÿòi ñèòóàöiÿ ùå ãiðøà. Íà ðèñ. 4 âèäíî, ùî äîáóòîê øâèäêîäi¨
ïðîöåñîðà íà çàòðèìêó ïàì'ÿòi çðîñòà¹ íà 24,5% çà ðiê. Òîáòî çàòðèìêà ïàì'ÿòi ùå
ñèëüíiøå âiäñòà¹ âiä øâèäêîäi¨ ïðîöåñîðà.
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Îêðiì ïðîïóñêíî¨ ñïðîìîæíîñòi òà çàòðèìêè ïàì'ÿòi, iíøîþ âàæëèâîþ õàðàêòå-
ðèñòèêîþ ïàì'ÿòi ¹ ¨¨ åíåðãîåôåêòèâíiñòü.

Ó [3] çðîáëåíî ïðîãíîç ñïîæèâàííÿ åëåêòðîåíåðãi¨ öåíòðàìè îïðàöüîâóâàííÿ
äàíèõ (ÖÎÄ) ïðîòÿãîì 2020-2030 ðîêiâ. Öåé ïðîãíîç  ðóíòó¹òüñÿ íà î÷iêóâàíîìó
çðîñòàííi òðàôiêà äàíèõ i ïiäâèùåííi åíåðãîåôåêòèâíîñòi. Íà ðèñ. 5 çîáðàæåíî
äâà ñöåíàði¨: íàéêðàùèé òà î÷iêóâàíèé. Ó íàéêðàùîìó ñöåíàði¨ ïðèïóñêà¹òüñÿ
äóæå ïîìiðíå çðîñòàííÿ òðàôiêà äàíèõ � ó öüîìó ðàçi ñïîæèâàííÿ ñòàíîâèòèìå
366 ÒÂò·ãîä ó 2030 ðîöi.

Ó [5] íàâåäåíî òàêå ïîðiâíÿííÿ: îäíà îïåðàöiÿ iç ÷èñëàìè ç ðóõîìîþ êîìîþ
ïîòðåáó¹ ïðèáëèçíî 10 ïÄæ, òîäi ÿê îäèí äîñòóï äî ïàì'ÿòi ïîòðåáó¹ îði¹íòîâíî
10 íÄæ. Òîáòî äîñòóï äî ïàì'ÿòi âïîòðåáó¹ â ∼ 1000 ðàçiâ áiëüøå åíåðãi¨, íiæ
îïåðàöiÿ ç ÷èñëàìè ç ðóõîìîþ êîìîþ.

Õî÷à êîæíà çi çãàäàíèõ õàðàêòåðèñòèê ïàì'ÿòi âàæëèâà, ðiçíi çàñòîñóíêè ìàþòü
ðiçíi ïîòðåáè. Îäíèì çàñòîñóíêàì ïîòðiáíà íèçüêà çàòðèìêà, à iíøèì âàæëèâiøîþ ¹
âèñîêà ïðîïóñêíà ñïðîìîæíiñòü. Ñèñòåìà ëèøå ç îäíèì òèïîì ïàì'ÿòi íå çàäîâîëü-
íÿ¹ ïîòðåáè âñiõ ïðîãðàì ïîâíîþ ìiðîþ.

Âiäïîâiääþ íà çàçíà÷åíi âèêëèêè ìîæóòü áóòè ñèñòåìè, äå ïî¹äíàíî âîäíî÷àñ
êiëüêà ðiçíèõ òèïiâ ïàì'ÿòi � ñèñòåìè ç íåîäíîðiäíîþ ïàì'ÿòòþ. Äàëi â ñòàòòi
ðîçãëÿíóòî êiëüêà òåõíîëîãié ïàì'ÿòi, à òàêîæ çàñîáè Linux äëÿ ðîáîòè ç ïàì'ÿòòþ.

2. Ïàì'ÿòü ç âèñîêîþ ïðîïóñêíîþ ñïðîìîæíiñòþ

Ïàì'ÿòü ç âèñîêîþ ïðîïóñêíîþ ñïðîìîæíiñòþ (high bandwidth memory, HBM) �
öå òèï êðèñòàëà ïàì'ÿòi ç íèçüêèì ñïîæèâàííÿì åëåêòðîåíåðãi¨ òà âåëèêîþ øèðèíîþ
øèíè.

Ðèñ. 6. Ñõåìàòè÷íå çîáðàæåííÿ HBM [10]
Schematic representation of HBM [10]

Êðèñòàëè ïàì'ÿòi ñêëàäàþòü âåðòèêàëüíî îäèí íà îäíîãî. Ç'¹äíàííÿ ìiæ êðèñ-
òàëàìè íàçèâàþòüñÿ TSV (through-silicon vias) (ðèñ. 6).

Ìiæç'¹äíàííÿ TSV ôîðìóþòüñÿ øëÿõîì âèòðàâëþâàííÿ ïåðåõiäíèõ îòâîðiâ ó
øàðàõ êðèñòàëiâ, ùî ç'¹äíóþòüñÿ (ðèñ. 7). Îòâîðè çàïîâíþþòü ñòðóìîïðîâiäíèì
ìåòàëîì. [2]

Ïåðøîþ øèðîêîäîñòóïíîþ ñèñòåìîþ äëÿ HPC ç íåîäíîðiäíîþ ïàì'ÿòòþ áóëà
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Ðèñ. 7. Ñõåìàòè÷íå çîáðàæåííÿ TSV [2]
Schematic representation of TSV [2]

Intel Knights Landing Xeon Phi (KNL), âèïóùåíà ó 2016 ðîöi. Ó öåé áàãàòîÿäåðíèé
ïðîöåñîð áóëà âáóäîâàíà áàãàòîêàíàëüíà äèíàìi÷íà îïåðàòèâíà ïàì'ÿòü (dynamic
RAM, DRAM) ç ïðîïóñêíîþ çäàòíiñòþ 400 ÃÁ/c, òîäi ÿê áiëüøà çîâíiøíÿ DRAM
äîñÿãàëà ëèøå áëèçüêî 100 ÃÁ/c. Áàãàòîêàíàëüíó DRAM ìîæíà áóëî âèêîðèñòîâó-
âàòè ÿê îêðåìó îáëàñòü ïàì'ÿòi, ùî ïîòðåáóâàëî ðîáèòè âèáið ìiæ ìàëèì îáñÿãîì
i âèñîêîþ ïðîïóñêíîþ ñïðîìîæíiñòþ, ç îäíîãî áîêó, òà âåëèêèì îáñÿãîì i íèçüêîþ
ïðîïóñêíîþ ñïðîìîæíiñòþ, ç iíøîãî. Òàêîæ áàãàòîêàíàëüíà DRAM ìîãëà ñëóãóâà-
òè êåøåì ïåðåä çâè÷àéíîþ DRAM. Òàêèé ðåæèì êåøó æåðòâó¹ øâèäêîäi¹þ çàðàäè
ïðîñòîòè, îñêiëüêè íå ïîòðiáíî çìiíþâàòè çàñòîñóíêè, ùîá âîíè ÿâíî âèäiëÿëè
ïîòðiáíèé ¨ì òèï ïàì'ÿòi.

Çàðàç âèïóñê ñåði¨ KNL ïðèïèíåíî i äîíåäàâíà â HPC íå áóëî ïîäiáíèõ ïiäñèñòåì
ïàì'ÿòi. Îäíàê äåÿêi âèðîáíèêè ïðîöåñîðiâ îãîëîñèëè ïîâåðíåííÿ iíòåãðîâàíî¨
ïàì'ÿòi ç âèñîêîþ ïðîïóñêíîþ çäàòíiñòþ. Íàïðèêëàä, Intel Xeon Sapphire Rapids ìà¹
âáóäîâàíi 64 ÃÁ HBM. Ó ïî¹äíàííi çi çâè÷àéíîþ çîâíiøíüîþ DRAM öÿ ïiäñèñòåìà
ïàì'ÿòi äóæå ñõîæà äî KNL. [8]

3. Ïàì'ÿòü íà îñíîâi ôàçîâîãî ïåðåõîäó

Ïàì'ÿòü íà îñíîâi ôàçîâîãî ïåðåõîäó (phase-change memory, PCM) � öå òèï
åíåðãîíåçàëåæíî¨ ïàì'ÿòi, ùî âèêîðèñòîâó¹ âëàñòèâiñòü õàëüêîãåíiäíîãî ñêëà ïåðå-
õîäèòè ìiæ äâîìà ñòàíàìè, àìîðôíèì i êðèñòàëi÷íèì, ïiä âïëèâîì òåïëà, ùî
ãåíåðó¹òüñÿ åëåêòðè÷íèìè iìïóëüñàìè. Õàëüêîãåíiäíå ñêëî ìîæíà íàäiéíî, øâèäêî
é áàãàòîðàçîâî ïåðåìèêàòè ç îäíi¹¨ ôàçè íà iíøó. Àìîðôíà ôàçà ìà¹ âèñîêèé
åëåêòðè÷íèé îïið, à êðèñòàëi÷íà � íèçüêèé. Ðiçíèöÿ â îïîði äâîõ ñòàíiâ ñòàíîâèòü
ïðèáëèçíî ï'ÿòü ïîðÿäêiâ, i ìîæå âèêîðèñòîâóâàòèñÿ äëÿ âèçíà÷åííÿ ëîãi÷íèõ ñòàíiâ
áiíàðíèõ äàíèõ.

Õî÷à ïðèíöèï âèêîðèñòàííÿ çìiííîôàçíèõ ìàòåðiàëiâ äëÿ êîìiðêè ïàì'ÿòi áóâ
ïðîäåìîíñòðîâàíèé ó 1960-õ ðîêàõ [13], òåõíîëîãiÿ áóëà íàäòî ïîâiëüíîþ, ùîá áóòè
ïðàêòè÷íîþ. Îäíàê âiäêðèòòÿ ìàòåðiàëiâ, ùî øâèäêî êðèñòàëiçóþòüñÿ, òàêèõ ÿê
Ge2Sb2Te5 (GST) i ëåãîâàíîãî ñðiáëîì òà iíäi¹ì Sb2Te(AIST), âiäíîâèëî ïðîìèñ-
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ëîâèé iíòåðåñ äî PCM. I GST, i AIST ìîæóòü êðèñòàëiçóâàòèñÿ ìåíø íiæ çà
100 íñ ïîðiâíÿíî ç ïîíàä 10 ìêñ äëÿ ïîïåðåäíiõ ìàòåðiàëiâ. Áóëî âèãîòîâëåíî òà
âèïðîáóâàíî ïðèñòðî¨ PCM iç íàäçâè÷àéíî ìàëèìè ðîçìiðàìè � 3 íì × 20 íì [14].

Ðèñ. 8. Áóäîâà êîìiðêè PCM [1]
Structure of a PCM cell [1]

Íà ðèñ. 8 çîáðàæåíî áàçîâó ñòðóêòóðó ïðèñòðîþ ïàì'ÿòi íà îñíîâi ôàçîâîãî
ïåðåõîäó. GST ðîçòàøîâàíèé ìiæ âåðõíiì i íèæíiì åëåêòðîäàìè ç íàãðiâàëüíèì
åëåìåíòîì (ç TiN), ÿêèé âèõîäèòü âiä íèæíüîãî åëåêòðîäà òà íàëàãîäæó¹ êîíòàêò
ç ìàòåðiàëîì.

Ðèñ. 9. Ïðèíöèï ðîáîòè êîìiðêè PCM [1]
The principle of operation of the PCM cell [1]

Îïèøåìî äåòàëüíiøå ïðîöåñè, ÿêi âiäáóâàþòüñÿ ó êîìiðöi PCM ïiä ÷àñ ðîáîòè.
Ñïî÷àòêó ñïëàâ ïåðåáóâà¹ â àìîðôíîìó ñòàíi, òîáòî ìà¹ âèñîêèé îïið. ßêùî
ïðèêëàäåíà íàïðóãà ïåðåâèùó¹ ïåâíå ïîðîãîâå çíà÷åííÿ, òî ïî÷èíà¹ ïðîòiêàòè
ñòðóì, ÿêèé ðîçiãðiâà¹ ñïëàâ.

ßêùî ïðîòÿãîì çàäàíîãî ïðîìiæêó ÷àñó (íàïðèêëàä, 100 íñ) ïiäòðèìóâàòè
òåìïåðàòóðó íàãðiâàííÿ, ÿêà â öüîìó âèïàäêó ñòàíîâèòü ïðèáëèçíî 350 °C, òî
ñôîðìó¹òüñÿ êðèñòàëi÷íà  ðàòêà, ÿêà çàáåçïå÷ó¹ íèçüêå çíà÷åííÿ åëåêòðè÷íîãî
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îïîðó. Ó öüîìó âèïàäêó êðèñòàëi÷íà ñòðóêòóðà íå ðóéíó¹òüñÿ ïiñëÿ òîãî, ÿê íàïðóãà
çíiìà¹òüñÿ i ñïëàâ îõîëîäæó¹òüñÿ. Òàêà êðèñòàëiçàöiÿ çìiíþ¹ ñòàí áiòà ç ëîãi÷íîãî
�0� íà ëîãi÷íó �1� i íàçèâà¹òüñÿ îïåðàöi¹þ SET.

Òåïåð äëÿ òîãî, ùîá ïðî÷èòàòè çíà÷åííÿ, ùî çáåðiãà¹òüñÿ â êîìiðöi áiòà, à ïî ñóòi,
âèìiðÿòè îïið, íå ïîòðiáíi âèñîêi íàïðóãè é ñòðóìè. Äîñèòü ïðèêëàñòè íåâåëèêó
íàïðóãó, ñêàæiìî, 0,5 Â, ùîá îòðèìàòè ñòðóì ïîðÿäêó 0,5 ìÀ � ëîãi÷íó �1�.

Âèñîêà íàïðóãà i, âiäïîâiäíî, âåëèêèé ñòðóì, çíàäîáëÿòüñÿ, êîëè òðåáà áóäå
ïåðåâåñòè ñïëàâ íàçàä â àìîðôíèé ñòàí. Ó íàâåäåíîìó ïðèêëàäi ïîòðiáíà òåìïå-
ðàòóðà áëèçüêî 600 °C, ÿêà ïðèçâîäèòü äî ðîçïëàâëåííÿ ìàòåðiàëó. Ïiñëÿ çíÿòòÿ
íàïðóãè ñïëàâ øâèäêî îõîëîäæó¹òüñÿ, ó öüîìó âèïàäêó âèÿâëÿ¹òüñÿ, ùî ïðè ïðîõîäi
÷åðåç îáëàñòü êðèñòàëiçàöi¨, ÷àñó äëÿ ôîðìóâàííÿ áóäü-ÿêî¨ êðèñòàëi÷íî¨ ñòðóêòóðè
íå âèñòà÷à¹. Òóò çíà÷åííÿ áiòà çìiíþ¹òüñÿ ç �1� íà �0�. Òàêà îïåðàöiÿ íàçèâà¹òüñÿ
RESET.

Òåïåð, ÿêùî ïðèêëàñòè òó ñàìó íàïðóãó â 0,5 Â, âèñîêèé îïið àìîðôíîãî
ñïëàâó ïðèçâîäèòü äî òîãî, ùî çíà÷åííÿ ñòðóìó ïðàêòè÷íî äîðiâíþ¹ íóëþ. Îòîæ
îòðèìó¹ìî iíøå çíà÷åííÿ áiòà, ùî çáåðiãà¹òüñÿ â êîìiðöi � öå ëîãi÷íèé �0� [1].

Öþ òåõíîëîãiþ ïàì'ÿòi ìîæíà âèêîðèñòîâóâàòè äëÿ ïîñòiéíîãî çáåðiãàííÿ, à
òàêîæ ÿê îñíîâíó ïàì'ÿòü âåëèêîãî îáñÿãó. Òîäi DRAM ¹ øâèäêîþ ïàì'ÿòòþ ìàëîãî
îáñÿãó, íà âiäìiíó âiä KNL, äå DRAM ðîçãëÿäà¹òüñÿ ÿê ïîâiëüíà ïàì'ÿòü âåëèêîãî
îáñÿãó [14].

4. Compute Express Link (CXL)

Compute Express Link (CXL) � öå âiäêðèòèé ñòàíäàðò, ðîçðîáëåíèé ñïiëüíè-
ìè çóñèëëÿìè îñíîâíèõ âèðîáíèêiâ àïàðàòíîãî çàáåçïå÷åííÿ, äëÿ âèñîêî¨ ïðîïóñê-
íî¨ ñïðîìîæíîñòi òà íèçüêî¨ çàòðèìêè ïðè ðîáî÷èõ íàâàíòàæåííÿõ ó ÖÎÄ. Öåé
ñòàíäàðò âèçíà÷à¹ ïðîòîêîëè ç'¹äíàííÿ ìiæ ãîëîâíèì ïðîöåñîðîì i ïðèñòðîÿìè
òàêèìè, ÿê ïðèñêîðþâà÷i, áóôåðè îïåðàòèâíî¨ ïàì'ÿòi òà ïðèñòðî¨ ââîäó-âèâîäó. [6]

Ó ñòàíäàðòi CXL âèçíà÷åíî òðè îêðåìi ïðîòîêîëè: CXL.io, CXL.cache i
CXL.memory.

� Ïðîòîêîë CXL.io ïîáóäîâàíèé íà îñíîâi iíòåðôåéñó PCI Express (PCIe) i
âèêîðèñòîâó¹òüñÿ äëÿ òàêèõ ôóíêöié, ÿê âèÿâëåííÿ ïðèñòðî¨â, êîíôiãóðàöiÿ,
iíiöiàëiçàöiÿ, âiðòóàëiçàöiÿ ââîäó-âèâîäó òà ïðÿìèé äîñòóï äî ïàì'ÿòi ç âèêî-
ðèñòàííÿì íåêîãåðåíòíîãî çàâàíòàæåííÿ òà çàïàì'ÿòîâóâàííÿ.

� CXL.cache äà¹ çìîãó ïðèñòðîþ êåøóâàòè äàíi ç ãîëîâíî¨ ïàì'ÿòi, çàñòîñîâóþ÷è
ïðîñòèé ïðîòîêîë çàïèòó é âiäïîâiäi. Ãîëîâíèé ïðîöåñîð êåðó¹ êîãåðåíòíiñòþ
ðîçìiùåíèõ ó êåøi ïðèñòðîþ äàíèõ.

� CXL.memory äà¹ çìîãó ãîëîâíîìó ïðîöåñîðîâi äîñòóïàòèñÿ äî ïàì'ÿòi ïðèñò-
ðîþ CXL. Òðàíçàêöi¨ CXL.memory � öå ïðîñòi òðàíçàêöi¨ çàâàíòàæåííÿ òà
çàïàì'ÿòîâóâàííÿ, ùî éäóòü âiä ãîëîâíîãî ïðîöåñîðà, ÿêèé äáà¹ ïðî êîãåðåíò-
íiñòü [6].

Îñêiëüêè CXL ¹ íàäáóäîâîþ íàä ñòàíäàðòîì PCIe, òî âií ïðîïîíó¹ íàáàãàòî
âèùó øâèäêiñòü ïåðåäàâàííÿ (íàïðèêëàä, PCIe 4.0: 16 Ãáiò/ñ ïðîòè DDR4-3200: 3,2
Ãáiò/ñ) i ïîòðåáó¹ ìåíøå åíåðãi¨ íà ïåðåäàâàííÿ (íàïðèêëàä, PCIe 4.0: 6 ïÄæ/áiò
ïðîòè DDR4: 22 ïÄæ/áiò), àëå êîøòîì íàáàãàòî äîâøî¨ çàòðèìêè (íàïðèêëàä,
PCIe 4.0: 40 íñ ïðîòè DDR4: <1 íñ). Ïðèñòðié ïàì'ÿòi CXL íà îñíîâi PCIe
5.0 ìîæå ðîçøèðèòè îáñÿã ïàì'ÿòi òà ïðîïóñêíó çäàòíiñòü ñèñòåì. Êðiì òîãî, ç
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êîíòðîëåðîì CXL ìiæ ïðîöåñîðîì i ïðèñòðîÿìè ïàì'ÿòi CXL ðîçìåæîâó¹ òåõíîëîãi¨
ïàì'ÿòi âiä ïiäòðèìóâàíî¨ ïðîöåñîðîì êîíêðåòíî¨ òåõíîëîãi¨ iíòåðôåéñó ïàì'ÿòi. Öå
äà¹ âèðîáíèêàì ïàì'ÿòi áåçïðåöåäåíòíó ãíó÷êiñòü ó ðîçðîáöi é îïòèìiçàöi¨ ¨õíiõ
ïðèñòðî¨â ïàì'ÿòi [7].

Òàáëèöÿ 1

Ïðîïóñêíi ñïðîìîæíîñòi, çàòðèìêè òà îáñÿãè ðiçíèõ âèäiâ ïàì'ÿòi.
Óñi öi çíà÷åííÿ äóæå ïðèáëèçíi, îñêiëüêè âîíè çàëåæàòü âiä êîíêðåòíî¨

ìîäåëi ïðîöåñîðà, êiëüêîñòi êàíàëiâ ïàì'ÿòi, ÷àñòîò i ò.ä. [8]
Bandwidths, latencies, and capacities of di�erent types of memory.

All of these values are very approximate, as they depend on the speci�c
processor model, number of memory channels, frequencies, etc. [8]

Òåõíîëîãiÿ Ïðîïóñêíà ñïðî-
ìîæíiñòü, (ÃÁ/c)

Çàòðèìêà,
(íñ)

Îáñÿã,
(ÃÁ)

DRAM 200 100 100
Áàãàòîêàíàëüíà DRAM 400 120 16
HBM2 800 120 64
Åíåðãîíåçàëåæíà ïàì'ÿòü 50 300 1000
CXL DRAM 50 250 1000

Âèùåçãàäàíi âèäè ïàì'ÿòi ìàþòü çíà÷íi ðîçáiæíîñòi ó øâèäêîäi¨ ïàì'ÿòi: áàãàòî-
êàíàëüíà DRAM i HBM ìàþòü íàáàãàòî âèùó ïðîïóñêíó ñïðîìîæíiñòü, íiæ DRAM,
àëå ¨õíÿ çàòðèìêà ÷àñòî ¹ âèùîþ. Åíåðãîíåçàëåæíà ïàì'ÿòü ìà¹ ñóòò¹âî âèùó
çàòðèìêó òà íèæ÷ó ïðîïóñêíó ñïðîìîæíiñòü, àëå ¨¨ îáñÿã áiëüøèé. Òàêîæ îáñÿã
çàçâè÷àé çìåíøó¹òüñÿ çi çðîñòàííÿì ïðîïóñêíî¨ ñïðîìîæíîñòi, àëå íå êîðåëþ¹ iç
çàòðèìêîþ. Ó òàáë. 1 ïiäñóìîâàíî ïðèáëèçíi õàðàêòåðèñòèêè öèõ òåõíîëîãié [8].

5. Çàñîáè Linux äëÿ ðîáîòè ç ïàì'ÿòòþ

Ïðîöåñè Linux ìîæóòü âèêîðèñòîâóâàòè ôóíêöiþ mmap, ùîá ñòâîðþâàòè íîâi
äiëÿíêè âiðòóàëüíî¨ ïàì'ÿòi é âiäîáðàæàòè îá'¹êòè â öi äiëÿíêè.

void *mmap(void *start, size_t length,

int prot, int flags, int fd, off_t offset);

Ôóíêöiÿ mmap ðîáèòü çàïèò äî ÿäðà ñòâîðèòè íîâó äiëÿíêó âiðòóàëüíî¨ ïàì'ÿòi,
ÿêà áàæàíî ïî÷èíà¹òüñÿ çà àäðåñîþ start, òà âiäîáðàçèòè íåïåðåðâíèé øìàòîê
îá'¹êòà, çàäàíîãî äåñêðèïòîðîì ôàéëó fd, â íîâó äiëÿíêó. Íåïåðåðâíèé øìàòîê
îá'¹êòà ìà¹ ðîçìið length áàéòiâ òà ðîçïî÷èíà¹òüñÿ çà offset áàéòiâ âiä ïî÷àòêó
ôàéëó. Àäðåñà start ¹ ëèøå ïiäêàçêîþ i çàçâè÷àé çàçíà÷à¹òüñÿ ÿê NULL.

Àðãóìåíò prot ìiñòèòü áiòè, ùî îïèñóþòü äîçâîëè äîñòóïó äiëÿíêè âiðòóàëüíî¨
ïàì'ÿòi.

PROT_EXEC. Äiëÿíêà ñêëàäà¹òüñÿ ç iíñòðóêöié, ÿêi ìîæå âèêîíóâàòè öåíòðà-
ëüíèé ïðîöåñîð.

PROT_READ. Ç äiëÿíêè ìîæíà ç÷èòóâàòè.
PROT_WRITE. Ó äiëÿíêó ìîæíà çàïèñóâàòè.
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PROT_NONE. Äî äiëÿíêè íå ìîæíà äîñòóïàòèñÿ.
Àðãóìåíò flags ñêëàäà¹òüñÿ ç áiòiâ, ùî îïèñóþòü òèï âiäîáðàæåíîãî îá'¹êòà.
Ôóíêöiÿ munmap âèäàëÿ¹ îáëàñòi âiðòóàëüíî¨ ïàì'ÿòi:

int munmap(void *start, size_t length);

Ôóíêöiÿ munmap âèäàëÿ¹ äiëÿíêó, ùî ðîçïî÷èíà¹òüñÿ çà âiðòóàëüíîþ àäðåñîþ
start i ñêëàäà¹òüñÿ ç íàñòóïíèõ length áàéòiâ. Íàñòóïíi çâåðòàííÿ äî âèäàëåíî¨
îáëàñòi ñïðè÷èíÿòü ïîìèëêó.

Ïîïðè òå, ùî áåçñóìíiâíî ìîæíà âèêîðèñòîâóâàòè íèçüêîðiâíåâi ôóíêöi¨ mmap i
munmap, ùîá ñòâîðþâàòè òà âèäàëÿòè äiëÿíêè âiðòóàëüíî¨ ïàì'ÿòi, çðó÷íiøå âèêî-
ðèñòîâóâàòè äèíàìi÷íèé ðîçïîäiëüíèê ïàì'ÿòi.

Ñòàíäàðòíà áiáëiîòåêà C íàäà¹ ðîçïîäiëüíèê, âiäîìèé ÿê ïàêåò malloc. Ïðîãðà-
ìè âèäiëÿþòü áëîêè ïàì'ÿòi âèêëèêîì ôóíêöi¨ malloc.

void *malloc(size_t size);

Ôóíêöiÿ malloc ïîâåðòà¹ ïîêàæ÷èê íà áëîê ïàì'ÿòi ðîçìiðîì ïðèíàéìíi size
áàéòiâ. ßêùî malloc íàøòîâõíåòüñÿ íà ïðîáëåìó (íàïðèêëàä, ïðîãðàìà ñïðîáóâàëà
âèäiëèòè áëîê ïàì'ÿòi, áiëüøèé, íiæ äîñòóïíà âiðòóàëüíà ïàì'ÿòü), òî âîíà ïîâåðíå
NULL.

Ïðîãðàìè çâiëüíÿþòü âèäiëåíi áëîêè ïàì'ÿòi âèêëèêîì ôóíêöi¨ free.

void free(void *ptr);

Àðãóìåíò ptr ïîâèíåí ïîêàçóâàòè íà ïî÷àòîê âèäiëåíîãî áëîêà [4].
Ó âèïàäêó íåîäíîðiäíî¨ ïàì'ÿòi êîðèñòóâà÷ ìîæå çàçíà÷èòè, ÿêèé ñàìå òèï

ïàì'ÿòi éîìó ïîòðiáåí. ßêùî ðiçíi òèïè ïàì'ÿòi ðîçãëÿäàþòüñÿ ÿê ðiçíi âóçëè NUMA
(non-uniform memory access), òî ìîæíà âèêëèêàòè ôóíêöiþ mbind.

int mbind(void *start, unsigned long length, int mode,

unsigned long *nodemask, unsigned long maxnode, unsigned flags);

mbind âñòàíîâëþ¹ ïîëiòèêó ïàì'ÿòi NUMA äëÿ ïðîìiæêó ïàì'ÿòi, ùî ðîçïî÷èíà¹-
òüñÿ çà àäðåñîþ start i ìà¹ ðîçìið length áàéòiâ.

nodemask ïîêàçó¹ íà áiòîâó ìàñêó âóçëiâ NUMA.

6. Âèñíîâêè

Áóëî ðîçãëÿíóòî ñó÷àñíi ïiäõîäè äî ðîáîòè ç íåîäíîðiäíîþ ïàì'ÿòòþ â êîíòåêñòi
ðîçâèòêó îá÷èñëþâàëüíèõ ñèñòåì òà ¨õíüî¨ åíåðãîåôåêòèâíîñòi. Îãëÿä òåõíîëîãié
ïàì'ÿòi ïðîäåìîíñòðóâàâ, ùî õî÷à ïðîöåñîðè òà ãðàôi÷íi ïðîöåñîðè ïðîäîâæóþòü
øâèäêî ðîçâèâàòèñÿ, øâèäêiñòü ðîçâèòêó òåõíîëîãié îïåðàòèâíî¨ ïàì'ÿòi çíà÷íî
âiäñòà¹, ùî ñòâîðþ¹ âóçüêi ìiñöÿ â îá÷èñëþâàëüíèõ àðõiòåêòóðàõ.

Îñîáëèâî àêòóàëüíîþ ñòàëà ïðîáëåìà ðîçðèâó ìiæ øâèäêîäi¹þ ïðîöåñîðiâ òà
ïðîïóñêíîþ ñïðîìîæíiñòþ i çàòðèìêîþ ïàì'ÿòi, ùî âïëèâà¹ íà çàãàëüíó ïðî-
äóêòèâíiñòü ñèñòåì. Àíàëiç ðiçíèõ âèäiâ ïàì'ÿòi, òàêèõ ÿê ïàì'ÿòü ç âèñîêîþ
ïðîïóñêíîþ çäàòíiñòþ (HBM), ïàì'ÿòü íà îñíîâi ôàçîâîãî ïåðåõîäó (PCM) òà
òåõíîëîãiÿ Compute Express Link (CXL), ïðîäåìîíñòðóâàâ ïîòåíöiàë öèõ ðiøåíü ó
ïîäîëàííi çàçíà÷åíèõ îáìåæåíü.
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Çîêðåìà, HBM, ç ¨¨ âèñîêîþ ïðîïóñêíîþ ñïðîìîæíiñòþ òà åíåðãîåôåêòèâíiñòþ, ¹
ïåðñïåêòèâíîþ äëÿ âèêîðèñòàííÿ â ñèñòåìàõ âèñîêîïðîäóêòèâíèõ îá÷èñëåíü (HPC).
PCM ïðîïîíó¹ ìîæëèâiñòü ñòâîðåííÿ ïàì'ÿòi, ÿêà çäàòíà çáåðiãàòè äàíi íàâiòü áåç
æèâëåííÿ, ùî îñîáëèâî öiííî äëÿ ïîñòiéíîãî çáåðiãàííÿ âåëèêèõ îáñÿãiâ äàíèõ.
Òåõíîëîãiÿ CXL âiäêðèâà¹ íîâi ìîæëèâîñòi äëÿ ðîçøèðåííÿ ïàì'ÿòi òà ïiäâèùåííÿ
¨¨ ïðîïóñêíî¨ çäàòíîñòi, ùî ìîæå ñóòò¹âî çíèçèòè çàòðèìêè â ñèñòåìàõ iç âèñîêèìè
âèìîãàìè äî îáðîáêè äàíèõ.

Ðîçãëÿíóòî òàêîæ ïiäòðèìêó îïåðàöiéíîþ ñèñòåìîþ Linux ðîáîòè ç íåîäíîðiä-
íîþ ïàì'ÿòòþ, ùî ¹ âàæëèâèì äëÿ çàáåçïå÷åííÿ åôåêòèâíîãî âèêîðèñòàííÿ íîâèõ
âèäiâ ïàì'ÿòi íà ðiâíi ïðîãðàìíîãî çàáåçïå÷åííÿ. Òàêà ïiäòðèìêà äîïîìàãà¹ êðàùå
âèêîðèñòîâóâàòè äîñòóïíi ðåñóðñè òà ìiíiìiçóâàòè íåãàòèâíèé âïëèâ çàòðèìîê ïà-
ì'ÿòi.

Îòæå, ìàéáóòí¹ êîìï'þòåðíèõ ñèñòåì ïîòðåáó¹ âïðîâàäæåííÿ íîâèõ ïiäõîäiâ äî
ðîáîòè ç ïàì'ÿòòþ, ÿêi çìîæóòü çàáåçïå÷èòè çáàëàíñîâàíèé ðîçâèòîê îá÷èñëþâàëü-
íî¨ ïîòóæíîñòi òà ïðîïóñêíî¨ çäàòíîñòi ïàì'ÿòi, çíèæóþ÷è åíåðãîñïîæèâàííÿ òà
ïiäâèùóþ÷è çàãàëüíó åôåêòèâíiñòü ñèñòåì. Öå ¹ êðèòè÷íèì äëÿ ïiäòðèìêè ÷èìðàç
áiëüøèõ ïîòðåá ó ðîçðîáöi ñó÷àñíèõ îá÷èñëþâàëüíèõ ñèñòåì òà îáðîáöi âåëèêèõ
îáñÿãiâ äàíèõ.
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The article explores modern approaches to working with heterogeneous memory in the
context of the rapid development of computing systems and their energy e�ciency. The
growth of CPU and GPU performance is analyzed, and a forecast is provided regarding
the plateau expected in their development. The issue of memory bandwidth and latency
lagging behind CPU performance is highlighted, creating bottlenecks in modern architec-
tures. High-performance memory technologies such as high bandwidth memory (HBM)
and phase-change memory (PCM) are examined. The article also introduces the promising
Compute Express Link (CXL) technology for expanding memory capacity and bandwidth.
Additionally, the support for heterogeneous memory in the Linux operating system is de-
scribed.

Key words: heterogeneous memory, memory bandwidth, memory latency, Compute Ex-
press Link (CXL), phase-change memory (PCM), high bandwidth memory (HBM).


