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Ðîçãëÿíóòî ðiçíi ïiäõîäè äî íàëàøòóâàííÿ ãåíåðàòèâíîãî ØI, çîêðåìà ìåòîäè
òðåíóâàííÿ ìîäåëåé òà îöiíêà åôåêòèâíîñòi òàêèõ ðiøåíü. Êðiì òîãî, îõîïëåíî åêñ-
ïåðèìåíòàëüíó ÷àñòèíó, äå ðîçðîáëåíî òà ïðîòåñòîâàíî ïðîòîòèï îñâiòíüîãî ÷àò-áîòà
äëÿ âèâ÷åííÿ óêðà¨íñüêî¨ ìîâè íà îñíîâi ãåíåðàòèâíîãî ØI. Ìåòà öüîãî åêñïåðèìåí-
òó � îöiíèòè, íàñêiëüêè òàêi iíñòðóìåíòè ìîæóòü ñïðèÿòè ïîëiïøåííþ íàâ÷àëüíèõ
ðåçóëüòàòiâ ñòóäåíòiâ. Ðåçóëüòàòè åêñïåðèìåíòó äàþòü ïiäñòàâè çðîáèòè âèñíîâêè
ùîäî ïåðñïåêòèâíîñòi âèêîðèñòàííÿ ãåíåðàòèâíîãî ØI â îñâiòi òà âèçíà÷èòè ïîäàëüøi
íàïðÿìè äîñëiäæåíü ó öié ñôåði.

Êëþ÷îâi ñëîâà: �ne-tuning, Python, ãåíåðàòèâíèé ØI, LLM.

1. Âñòóï
Äîñëiäæó¹ìî ìîæëèâîñòi âèêîðèñòàííÿ ãåíåðàòèâíîãî ØI äëÿ ñòâîðåííÿ áåñiä,

ùî iìiòóþòü ðåàëüíi îñâiòíi âçà¹ìîäi¨ òà ñïðèÿþòü ïiäâèùåííþ åôåêòèâíîñòi íàâ-
÷àííÿ. Òåõíîëîãiÿ äà¹ çìîãó ñòâîðþâàòè êîíòåíò íà îñíîâi çàäàíèõ ïàðàìåòðiâ,
ùî äîïîìàãà¹ ÷àò-áîòàì íå ëèøå âiäïîâiäàòè íà çàïèòàííÿ, à é ãåíåðóâàòè íîâi
íàâ÷àëüíi ìàòåðiàëè, ïîÿñíåííÿ òà ïðèêëàäè, àäàïòîâàíi ïiä êîíêðåòíi çàïèòè
êîðèñòóâà÷iâ. Âèêîðèñòàííÿ ãåíåðàòèâíîãîØI ó ÷àò-áîòàõ âiäêðèâà¹ íîâi ãîðèçîíòè
äëÿ ïåðñîíàëiçîâàíîãî íàâ÷àííÿ, ðîáëÿ÷è éîãî áiëüø iíòåðàêòèâíèì òà åôåêòèâíèì.
Îñòàííi äîñëiäæåííÿ ó ñôåði øòó÷íîãî iíòåëåêòó ïðîäåìîíñòðóâàëè, ùî ãåíåðóþ÷i
ìîäåëi, òàêi ÿê GPT-3, çíà÷íî ïåðåâåðøóþòü òðàäèöiéíi ìåòîäè îáðîáêè ïðèðîäíî¨
ìîâè çà ñâî¹þ åôåêòèâíiñòþ òà óíiâåðñàëüíiñòþ. Ó ÷èñëåííèõ ïðàöÿõ ðîçãëÿäàþòü
ðiçíi àñïåêòè ¨õ âèêîðèñòàííÿ ó ñôåði îñâiòè, îäíàê ïîòåíöiàë äëÿ ðîçâèòêó âñå ùå
çàëèøà¹òüñÿ çíà÷íèì.

2. Îñíîâè ðîçðîáêè ãåíåðàòèâíèõ ØI-ìîäåëåé

2.1. Âèêîðèñòàííÿ ìîâíèõ ìîäåëåé ó ðiçíèõ çàäà÷àõ

2.1.1. Ãåíåðàöiÿ òåêñòó
Âåëèêi ìîâíi ìîäåëi (LLMs) äåìîíñòðóþòü âèäàòíi ìîæëèâîñòi ó çàäà÷àõ ãå-

íåðàöi¨ òåêñòó. Íàïðèêëàä, GPT-3, ç êiëüêiñòþ ïàðàìåòðiâ 175 ìiëüÿðäiâ, ïðîäå-
ìîíñòðóâàëà çíà÷íi ïîëiïøåííÿ ó çàâäàííÿõ ãåíåðàöi¨ òåêñòó, òàêèõ ÿê àâòîìàòè÷íå
íàïèñàííÿ ñòàòåé, âiäïîâiäü íà çàïèòè, ñòâîðåííÿ êîäó i áàãàòî iíøèõ çàäà÷. Ìîäåëü
GPT-3 âèêîðèñòîâó¹ àðõiòåêòóðó òðàíñôîðìåðà i çäàòíà äî âèêîíàííÿ çàâäàíü áåç
äîäàòêîâîãî íàëàøòóâàííÿ, ïðîñòî îòðèìóþ÷è êîíòåêñòíi ïiäêàçêè (few-shot learn-
ing), ùî äà¹ çìîãó ¨é ãåíåðóâàòè âèñîêîÿêiñíèé òåêñò, áëèçüêèé äî ëþäñüêîãî.
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2.1.2. Îáðîáêà ïðèðîäíî¨ ìîâè (NLP)
Ïðèðîäíà îáðîáêà ìîâè (NLP) ¹ ãàëóççþ ØI, ùî çîñåðåäæó¹òüñÿ íà âçà¹ìîäi¨

ìiæ êîìï'þòåðàìè òà ëþäñüêèìè ìîâàìè. Âîíà îõîïëþ¹ òàêi çàäà÷i, ÿê ðîçóìiííÿ
òåêñòó, éîãî ñèíòåç, ïåðåêëàä òà àíàëiç. NLP äà¹ çìîãó âèêîðèñòîâóâàòè òåõíîëîãi¨
ãåíåðàöi¨ òåêñòó äëÿ ñòâîðåííÿ çðîçóìiëèõ i çâ'ÿçíèõ òåêñòiâ íà îñíîâi ââåäåíèõ
äàíèõ.

2.1.3. Iíøi çàñòîñóâàííÿ âåëèêèõ ìîâíèõ ìîäåëåé
Âåëèêi ìîâíi ìîäåëi òàêîæ çàñòîñîâóþòüñÿ ó ðiçíèõ ñïåöèôi÷íèõ äiëÿíêàõ,

îõîïëþþ÷è:

� êîäîâà ãåíåðàöiÿ: ìîäåëü Codex, ðîçðîáëåíà íà îñíîâi GPT-3, ñïåöiàëüíî
íàâ÷åíà äëÿ ãåíåðàöi¨ êîäó i äåìîíñòðó¹ âèñîêi ðåçóëüòàòè ó ñòâîðåííi ïðîã-
ðàìíîãî êîäó íà ðiçíèõ ìîâàõ ïðîãðàìóâàííÿ, à òàêîæ ó çàâäàííÿõ, ïîâ'ÿçàíèõ
ç àâòîìàòèçàöi¹þ êîäóâàííÿ;

� ðîáîòîòåõíiêà: ìîäåëi, òàêi ÿê PaLM-E, âèêîðèñòîâóþòü LLMs äëÿ óïðàâëiííÿ
ðîáîòàìè, çàáåçïå÷óþ÷è ¨ì çäàòíiñòü ðîçóìiòè òà âèêîíóâàòè ñêëàäíi çàâäàííÿ
÷åðåç ïðèðîäíó ìîâó;

� ìóëüòèìîäàëüíi ñèñòåìè: ìóëüòèìîäàëüíi LLMs îáðîáëÿþòü íå ëèøå òåêñòîâó
iíôîðìàöiþ, à é iíøi âèäè äàíèõ, òàêi ÿê çîáðàæåííÿ, âiäåî òà àóäiî. Íàïðèê-
ëàä, ìîäåëü Flamingo âèêîðèñòîâó¹ âiçóàëüíî-ëiíãâiñòè÷íi äàíi äëÿ âèêîíàííÿ
çàäà÷, ùî ïîòðåáóþòü iíòåãðàöi¨ ðiçíèõ âèäiâ iíôîðìàöi¨.

2.2. Îñíîâíi êîíöåïöi¨ òà òåðìiíè

2.2.1. Òåõíîëîãi¨ ãåíåðàöi¨ òåêñòó
Òåõíîëîãi¨ ãåíåðàöi¨ òåêñòó ¹ âàæëèâîþ ÷àñòèíîþ ñó÷àñíèõ äîñëiäæåíü ó ãàëóçi

øòó÷íîãî iíòåëåêòó. Âîíè áàçóþòüñÿ íà çäàòíîñòi êîìï'þòåðiâ àíàëiçóâàòè òà
ñèíòåçóâàòè ëþäñüêó ìîâó, ñòâîðþþ÷è òåêñòè, ÿêi âèãëÿäàþòü òàê, íiáè ¨õ íàïèñàëà
ëþäèíà. Öi òåõíîëîãi¨ çíàõîäÿòü øèðîêå çàñòîñóâàííÿ â ðiçíèõ ñôåðàõ, âðàõîâóþ÷è
àâòîìàòè÷íå íàïèñàííÿ íîâèí, ñòâîðåííÿ òâîð÷èõ òåêñòiâ, ãåíåðóâàííÿ âiäïîâiäåé
íà çàïèòè êîðèñòóâà÷iâ òà ií. Iñíó¹ êiëüêà îñíîâíèõ ìåòîäiâ ãåíåðàöi¨ òåêñòó, êîæåí
ç ÿêèõ ìà¹ ñâî¨ îñîáëèâîñòi òà ñôåðè çàñòîñóâàííÿ:

� ìîäåëi íà îñíîâi ïðàâèë (Rule-Based Models) � áàçóþòüñÿ íà çàçäàëåãiäü âèçíà-
÷åíèõ ïðàâèëàõ i ñòðóêòóðàõ. Âîíè åôåêòèâíi äëÿ ïðîñòèõ çàäà÷, àëå ìàþòü
îáìåæåííÿ ó ñòâîðåííi ñêëàäíèõ i âàðiàòèâíèõ òåêñòiâ;

� øàáëîííi ìîäåëi (Template-Based Models) � âèêîðèñòîâóþòü çàçäàëåãiäü ïiä-
ãîòîâëåíi øàáëîíè òåêñòó ç çàïîâíþâàíèìè ïîëÿìè. Öåé ïiäõiä äà¹ çìîãó
øâèäêî ãåíåðóâàòè òåêñòè, àëå òàêîæ îáìåæåíèé ó ðiçíîìàíiòíîñòi òà ãíó÷-
êîñòi;

� ñòàòèñòè÷íi ìîäåëi (Statistical Models) � áàçóþòüñÿ íà àíàëiçi âåëèêèõ îáñÿãiâ
òåêñòîâèõ äàíèõ i âèêîðèñòîâóþòü éìîâiðíiñíi ìåòîäè äëÿ ïðîãíîçóâàííÿ
íàñòóïíîãî ñëîâà àáî ôðàçè â òåêñòi. Ïðèêëàäîì ¹ ìîäåëi n-ãðàì;

� íåéðîííi ìåðåæi (Neural Networks) � ñó÷àñíi òåõíîëîãi¨ ãåíåðàöi¨ òåêñòó áà-
çóþòüñÿ íà âèêîðèñòàííi ãëèáîêèõ íåéðîííèõ ìåðåæ. Öi ìîäåëi äîïîìàãàþòü
ãåíåðóâàòè òåêñòè âèñîêî¨ ÿêîñòi, âðàõîâóþ÷è êîíòåêñò i ñåìàíòèêó.
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2.2.2. Ñó÷àñíi ìåòîäè ãåíåðàöi¨ òåêñòó
Ñó÷àñíi ìåòîäè ãåíåðàöi¨ òåêñòó áàçóþòüñÿ íà âèêîðèñòàííi âåëèêèõ ìîâíèõ

ìîäåëåé (LLMs), íàïðèêëàä òàêèõ ÿê GPT-3, ÿêi äåìîíñòðóþòü çíà÷íi ïåðåâàãè
ïîðiâíÿíî ç òðàäèöiéíèìè ìåòîäàìè.

2.2.3. GPT-3
Generative Pre-trained Transformer 3 (GPT-3) ¹ îäíi¹þ ç íàéáiëüøèõ i íàéâiäî-

ìiøèõ ìîäåëåé, ðîçðîáëåíèõ êîìïàíi¹þ OpenAI. Âîíà ñêëàäà¹òüñÿ ç 175 ìiëüÿðäiâ
ïàðàìåòðiâ i âèêîðèñòîâó¹ àðõiòåêòóðó òðàíñôîðìåðà. Îñíîâíi ïåðåâàãè öi¹¨ ìîäåëi
òàêi:

� ìàñøòàáóâàííÿ. Çàâäÿêè âåëèêié êiëüêîñòi ïàðàìåòðiâ GPT-3 ìà¹ âåëèêó
çäàòíiñòü äî ãåíåðàöi¨ òåêñòó ç âèñîêîþ ÿêiñòþ, áëèçüêîþ äî ëþäñüêî¨;

� Few-shot learning. GPT-3 çäàòíà âèêîíóâàòè çàâäàííÿ, äëÿ ÿêèõ âîíà íå áóëà
ñïåöiàëüíî íàâ÷åíà, âèêîðèñòîâóþ÷è ëèøå êiëüêà ïðèêëàäiâ (few-shot learn-
ing), ùî çíà÷íî ïîëiïøó¹ ¨¨ óíiâåðñàëüíiñòü;

� óíiâåðñàëüíiñòü. Ìîäåëü ìîæå âèêîíóâàòè øèðîêèé ñïåêòð çàäà÷, âðàõîâóþ÷è
íàïèñàííÿ òåêñòiâ, ïåðåêëàä, ñòâîðåííÿ êîäó, i íàâiòü ãåíåðàöiþ âiçóàëüíîãî
êîíòåíòó.

2.3. Ïðèðîäíà îáðîáêà ìîâè (NLP)
Îáðîáêà ïðèðîäíî¨ ìîâè (Natural Language Processing) � öå ïiäðîçäië øòó÷íîãî

iíòåëåêòó, çàéìà¹òüñÿ òèì, ÿê âçà¹ìîäi¹ ìîâà êîìï'þòåðà òà ëþäñüêà. Îñíîâíà ìåòà
NLP � íàëàãîäèòè çâ'ÿçîê ìiæ ëþäñüêîþ òà êîìï'þòåðíîþ ñèñòåìîþ ñïiëêóâàííÿ,
äå êîìï'þòåð ðîçóìi¹, iíòåðïðåòó¹ òà ãåíåðó¹ òåêñò òàê, ùîá îòðèìàòè ç íüîãî ñåíñ.
Äâi îñíîâíi êàòåãîði¨ NLP � öå ðîçóìiííÿ ïðèðîäíî¨ ìîâè òà ãåíåðàöiÿ ïðèðîäíî¨
ìîâè.

2.3.1. Ðîçóìiííÿ ïðèðîäíî¨ ìîâè (NLU)
Ðîçóìiííÿ ïðèðîäíî¨ ìîâè (Natural Language Understanding) îõîïëþ¹ ðiçíi çàâ-

äàííÿ, ùî ïîòðåáóþòü ãëèáîêîãî ðîçóìiííÿ çìiñòó òåêñòó. Îäíèì iç êëþ÷îâèõ
àñïåêòiâ ¹ àíàëiç òîíàëüíîñòi, ÿêèé ïîëÿãà¹ ó âèçíà÷åííi åìîöiéíî¨ òîíàëüíîñòi
òåêñòó, áóäü òî ïîçèòèâíà, íåãàòèâíà àáî íåéòðàëüíà. Òàêîæ âàæëèâèì ¹ âèòÿãíåííÿ
ñóòíîñòåé (Named Entity Recognition, NER), ùî îõîïëþ¹ âèÿâëåííÿ òà êëàñèôiêàöiþ
iìåíîâàíèõ ñóòíîñòåé, òàêèõ ÿê iìåíà ëþäåé, îðãàíiçàöi¨ òà ìiñöÿ ó òåêñòi. Ðîçâ'ÿ-
çàííÿ àíàôîð (Coreference Resolution) äîïîìàãà¹ âèçíà÷èòè, ÿêi ñëîâà ÷è ôðàçè
â òåêñòi íàëåæàòü äî òi¹¨ æ ñóòíîñòi, ùî ¹ âàæëèâèì äëÿ çáåðåæåííÿ êîíòåêñòó.
Ìîâíèé àíàëiç (Linguistic Parsing) îõîïëþ¹ àíàëiç ãðàìàòè÷íî¨ ñòðóêòóðè òåêñòó,
âðàõîâóþ÷è ñèíòàêñè÷íèé i ìîðôîëîãi÷íèé àíàëiç, ùî äîïîìàãà¹ êðàùå çðîçóìiòè
éîãî çìiñò. Óñi öi àñïåêòè ðàçîì ñïðèÿþòü ãëèáøîìó ðîçóìiííþ òåêñòó, ùî ¹ îñíîâîþ
äëÿ âèêîíàííÿ çàâäàíü, òàêèõ ÿê ÷èòàííÿ ç ðîçóìiííÿì i âiäïîâiäi íà çàïèòàííÿ.

2.3.2. Ãåíåðàöiÿ ïðèðîäíî¨ ìîâè (NLG)
Ãåíåðàöiÿ ïðèðîäíî¨ ìîâè (Natural Language Generation, NLG) îõîïëþ¹ êiëüêà

âàæëèâèõ àñïåêòiâ, ÿêi çàáåçïå÷óþòü ñòâîðåííÿ çâ'ÿçíîãî òà çìiñòîâíîãî òåêñòó.
Îäíèì iç íèõ ¹ ãåíåðàöiÿ òåêñòó, ùî ïåðåäáà÷à¹ àâòîìàòè÷íå ñòâîðåííÿ òåêñòó íà



ÁóðäàÁ., ÊîëîñÍ.

48 ISSN 2078�5097. Âiñí. Ëüâiâ. óí-òó. Ñåð. ïðèêë. ìàòåì. òà iíô. 2024. Âèï. 33

çàäàíó òåìó. Ìàøèííèé ïåðåêëàä äà¹ çìîãó âèêîíóâàòè ïåðåêëàä òåêñòó ç îäíi¹¨
ìîâè íà iíøó, ùî âàæëèâî äëÿ áàãàòîìîâíèõ êîìóíiêàöié. Ðåçþìóâàííÿ òåêñòó
ñïðÿìîâàíå íà ñêîðî÷åííÿ òåêñòó äî éîãî êëþ÷îâèõ ìîìåíòiâ áåç âòðàòè îñíîâíîãî
çìiñòó, ùî äîïîìàãà¹ øâèäêî çðîçóìiòè îñíîâíi iäå¨. Àâòîìàòè÷íå çàâåðøåííÿ
òåêñòó îõîïëþ¹ ïðîïîíóâàííÿ çàâåðøåíü äëÿ ïî÷àòèõ ðå÷åíü àáî àáçàöiâ, ïîëåã-
øóþ÷è íàïèñàííÿ òåêñòiâ. ×àò-áîòiâ i âiðòóàëüíèõ àñèñòåíòiâ ñòâîðþþòü äëÿ
âåäåííÿ äiàëîãiâ ç êîðèñòóâà÷àìè, âiäïîâiäàþ÷è íà ¨õíi çàïèòàííÿ òà âèêîíóþ÷è
ðiçíi çàâäàííÿ, ùî ïiäâèùó¹ çðó÷íiñòü i åôåêòèâíiñòü âçà¹ìîäi¨. Óñi öi àñïåêòè ðàçîì
ðîáëÿòü NLG ïîòóæíèì iíñòðóìåíòîì äëÿ ñòâîðåííÿ òåêñòiâ i êîìóíiêàöi¨ [1].

2.4. Ïîïåðåäí¹ íàëàøòóâàííÿ ìîäåëi (Pre-training)
Ïîïåðåäí¹ íàëàøòóâàííÿ � öå åòàï, íà ÿêîìó ìîäåëü íàâ÷à¹òüñÿ íà âåëèêié

êiëüêîñòi íåíàäiéíèõ äàíèõ. Ìåòà öüîãî åòàïó � íàâ÷èòè ìîäåëü çàãàëüíèì ìîâíèì
ïðàâèëàì i ñòðóêòóðàì. Çàçâè÷àé âèêîðèñòîâóþòü âåëèêi êîðïóñè òåêñòiâ ç ðiçíèõ
äæåðåë: êíèãè, ñòàòòi, âåáñòîðiíêè. Ïiä ÷àñ ïîïåðåäíüîãî íàëàøòóâàííÿ ìîäåëü
âèâ÷à¹ ñòàòèñòè÷íi âëàñòèâîñòi ìîâè, ùî äîïîìàãà¹ ¨é åôåêòèâíî âèêîíóâàòè ðiçíî-
ìàíiòíi çàäà÷i ãåíåðàöi¨ òåêñòó. Òèïîâèìè ïðèêëàäàìè òàêèõ ìîäåëåé ¹ GPT (Gen-
erative Pre-trained Transformer) òà BERT (Bidirectional Encoder Representations from
Transformers). Öi ìîäåëi âèêîðèñòîâóþòü òðàíñôîðìåðè, ÿêi çàáåçïå÷óþòü âèñîêó
ÿêiñòü ãåíåðàöi¨ òåêñòó çàâäÿêè çäàòíîñòi âðàõîâóâàòè êîíòåêñò i ñåìàíòè÷íi çâ'ÿçêè
ìiæ ñëîâàìè [2].

2.5. Ôiíàëüíå íàëàøòóâàííÿ (Fine-tuning)
Ôiíàëüíå íàëàøòóâàííÿ � öå ïîäàëüøå íàëàøòóâàííÿ ïîïåðåäíüî íàâ÷åíî¨ ìîäå-

ëi íà ñïåöèôi÷íèõ çàäà÷àõ àáî íàáîðàõ äàíèõ. Öå äà¹ çìîãó ìîäåëi àäàïòóâàòèñÿ äî
êîíêðåòíèõ âèìîã çàäà÷i òà ïîëiïøèòè ¨¨ åôåêòèâíiñòü. Íàëàøòóâàííÿ âiäáóâà¹òü-
ñÿ øëÿõîì íàâ÷àííÿ ìîäåëi íà ñïåöèôi÷íèõ íàáîðàõ äàíèõ, ùî ìiñòÿòü ïðèêëàäè
çàâäàíü, ÿêi ïîòðiáíî âèêîíàòè. Íàïðèêëàä, äëÿ çàäà÷i àâòîìàòè÷íîãî íàïèñàí-
íÿ íîâèí ìîäåëü ìîæå áóòè íàëàøòîâàíà íà íàáîði äàíèõ ç íîâèííèõ ñòàòåé, ùî
äîïîìîæå ¨é íàâ÷èòèñÿ ñïåöèôi÷íèì ìîâíèì êîíñòðóêöiÿì i ñòèëþ, õàðàêòåðíîìó
äëÿ íîâèííèõ òåêñòiâ. [3]

2.6. Ìåòîäîëîãi¨ îöiíêè ìîäåëåé
Îöiíêà âåëèêèõ ìîâíèõ ìîäåëåé îõîïëþ¹ ðiçíi ìåòîäîëîãi¨ äëÿ âèçíà÷åííÿ ¨õ-

íüî¨ åôåêòèâíîñòi ó âèêîíàííi çàâäàíü. Îñíîâíi ïiäõîäè äî îöiíêè � ïîðiâíÿëüíå
îöiíþâàííÿ, îöiíêà åôåêòèâíîñòi ó ðåàëüíèõ çàäà÷àõ òà îöiíêà çà äîïîìîãîþ ëþä-
ñüêèõ àííîòàöié. Ïîðiâíÿëüíå îöiíþâàííÿ (benchmarking) ìà¹ íà ìåòi ïîðiâíÿòè
ïðîäóêòèâíiñòü ìîäåëi ç iíøèìè ìîäåëÿìè íà ñòàíäàðòíèõ íàáîðàõ äàíèõ, âè-
êîðèñòîâóþ÷è çàãàëüíîïðèéíÿòi íàáîðè äàíèõ i çàâäàíü, òàêi ÿê GLUE, Super-
GLUE, SQuAD äëÿ çàäà÷ ðîçóìiííÿ ïðèðîäíî¨ ìîâè, òà BLEU, ROUGE äëÿ çàäà÷
ìàøèííîãî ïåðåêëàäó òà ðåçþìóâàííÿ. Íàïðèêëàä, GPT-3 òà BERT ïðîäåìîíñòðó-
âàëè âèñîêi ðåçóëüòàòè íà áàãàòüîõ ïîðiâíÿëüíèõ íàáîðàõ äàíèõ, ùî ïiäòâåðäæó¹
¨õíþ åôåêòèâíiñòü. Îöiíêà åôåêòèâíîñòi ó ðåàëüíèõ çàäà÷àõ ìà¹ íà ìåòi âèçíà÷èòè,
íàñêiëüêè åôåêòèâíà ìîäåëü ó âèêîíàííi êîíêðåòíèõ, ðåàëüíèõ çàâäàíü, âèêîðèñ-
òîâóþ÷è ìîäåëü ó ðåàëüíèõ ñöåíàðiÿõ, òàêèõ ÿê àâòîìàòè÷íå íàïèñàííÿ íîâèí,
ñòâîðåííÿ ÷àò-áîòiâ àáî àíàëiç ñîöiàëüíèõ ìåäià. Ïðèêëàäè îõîïëþþòü âèêîðèñ-
òàííÿ GPT-3 äëÿ ñòâîðåííÿ êðåàòèâíîãî êîíòåíòó àáî àâòîìàòè÷íîãî ãåíåðóâàííÿ
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âiäïîâiäåé íà çàïèòàííÿ êîðèñòóâà÷iâ ó ÷àò-áîòàõ. Îöiíêà çà äîïîìîãîþ ëþäñüêèõ
àííîòàöié ìà¹ íà ìåòi âèçíà÷èòè ÿêiñòü âèõîäó ìîäåëi çà äîïîìîãîþ ëþäñüêî¨ îöiíêè,
äå àííîòàòîðè îöiíþþòü òåêñòè, çãåíåðîâàíi ìîäåëëþ, çà ðiçíèìè êðèòåðiÿìè,
òàêèìè ÿê òî÷íiñòü, çâ'ÿçíiñòü, êðåàòèâíiñòü i âiäïîâiäíiñòü çàïèòó. Íàïðèêëàä,
îöiíêà ÿêîñòi òåêñòiâ, ñòâîðåíèõ GPT-3, ïîðiâíÿíî ç òåêñòàìè, íàïèñàíèìè ëþäü-
ìè [4].

2.7. Ïîðiâíÿííÿ ñó÷àñíèõ âåëèêèõ ìîâíèõ ìîäåëåé

Ñåðåä âåëèêèõ ìîâíèõ ìîäåëåé îñîáëèâî âèäiëÿþòüñÿ GPT-3, BERT, T5 òà XL-
Net, ÿêi ïðîäåìîíñòðóâàëè âèñîêó ïðîäóêòèâíiñòü ó ðiçíèõ çàâäàííÿõ. Ïîðiâíþþ÷è
¨õ çà äîïîìîãîþ ìåòîäîëîãié îöiíêè ìîäåëåé, çãàäàíèõ ðàíiøå, ìîæíà îòðèìàòè
òàêi ðåçóëüòàòè. Ïîðiâíÿëüíå îöiíþâàííÿ íà îñíîâi çàãàëüíîïðèéíÿòèõ íàáîðiâ
äàíèõ GLUE òà SuperGLUE (ðèñ. 1). Óñi ìîäåëi äåìîíñòðóþòü âèñîêó òî÷íiñòü,
ïåðåâèùóþ÷è 80%. GPT-3 i XLNet ìàëè íàéêðàùi ðåçóëüòàòè, íàáëèæàþ÷èñü äî
85% íà îáîõ íàáîðàõ çàäà÷. Ðiçíèöÿ â òî÷íîñòi ìiæ GLUE i SuperGLUE äëÿ êîæíî¨
ìîäåëi íåçíà÷íà. BERT i T5 òðîõè ïîñòóïàþòüñÿ GPT-3 i XLNet, îñîáëèâî íà
çàäà÷àõ SuperGLUE.

Ðèñ. 1. Òî÷íiñòü ìîäåëåé íà GLUE òà SuperGLUE
Accuracy of models on GLUE and SuperGLUE

3. Ïðàêòè÷íå çàñòîñóâàííÿ âåëèêèõ ìîâíèõ ìîäåëåé ó
ñòâîðåííi ÷àò-áîòà

3.1. Çáið äàíèõ

Ðåàëiçàöiÿ çàïëàíîâàíîãî ïðî¹êòó áóëà ðîçïî÷àòà çi ñòâîðåííÿ íåîáõiäíîãî íàáî-
ðó äàíèõ äëÿ íàâ÷àííÿ ìîäåëi. ßê îñíîâíå äæåðåëî äàíèõ áóëî îáðàíî ñàéò
zno.osvita.ua, ÿêèé ìiñòèòü çàâäàííÿ çi çîâíiøíüîãî íåçàëåæíîãî îöiíþâàííÿ òà
Íàöiîíàëüíîãî ìóëüòèïðåäìåòíîãî òåñòó (ÇÍÎ/ÍÌÒ) ç ðiçíèõ ïðåäìåòiâ. Öåé
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ñàéò ¹ öiííèì äæåðåëîì iíôîðìàöi¨, áî íàäà¹ äîñòóï äî çàâäàíü ðiçíèõ òèïiâ, ÿêi
âèêîðèñòîâóþòü ïiä ÷àñ ÇÍÎ/ÍÌÒ. Îñîáëèâèé iíòåðåñ ñòàíîâëÿòü çàâäàííÿ, ÿêi
ìiñòÿòü îïèñ òåêñòó, çà ÿêèì éäóòü ïèòàííÿ òà âàðiàíòè âiäïîâiäåé. Îñíîâíà ìåòà
òàêèõ çàâäàíü ïîëÿãà¹ â òîìó, ùîá ó÷åíü ïðîàíàëiçóâàâ íàäàíèé òåêñò i âiäïîâiâ
íà ïîñòàâëåíi ïèòàííÿ. Íà ïåðøîìó åòàïi ðîáîòè áóëî âèðiøåíî çîñåðåäèòèñÿ íà
çàâäàííÿõ öüîãî òèïó, áî âîíè ìàþòü âàæëèâå çíà÷åííÿ äëÿ ðîçâèòêó íàâè÷îê
àíàëiçó òåêñòó òà êðèòè÷íîãî ìèñëåííÿ ó ñòóäåíòiâ. Çàâäàííÿ ç âèáîðîì ïðàâèëüíî¨
âiäïîâiäi ç êiëüêîõ âàðiàíòiâ îñîáëèâî êîðèñíå äëÿ ñòâîðåííÿ íàâ÷àëüíîãî íàáîðó
äàíèõ, ÿêèé ìîæå áóòè âèêîðèñòàíèé äëÿ íàâ÷àííÿ ìîäåëi ãåíåðàòèâíîãî øòó÷íîãî
iíòåëåêòó. Äëÿ çáîðó äàíèõ ç îáðàíîãî ðåñóðñó áóëî ðîçðîáëåíî ñïåöiàëüíèé ïàðñåð,
ÿêèé àâòîìàòè÷íî çáèðà¹ òåêñòè çàâäàíü, ïèòàííÿ äî íèõ òà ïðàâèëüíi âiäïîâiäi.
Çiáðàíi äàíi çáåðiãàþòüñÿ ó ôîðìàòi XSLX, ùî äà¹ çìîãó ëåãêî ¨õ îáðîáëÿòè òà
âèêîðèñòîâóâàòè äëÿ ïîäàëüøîãî íàâ÷àííÿ ìîäåëi. XLSX-ôàéë ìiñòèòü òàêi ïîëÿ:
òåêñò çàâäàííÿ, âàðiàíòè âiäïîâiäåé i ïðàâèëüíà âiäïîâiäü. Ïiñëÿ çáîðó äàíèõ, ôàéë
áóëî ïåðåòâîðåíî ó Json äëÿ çðó÷íiøî¨ ðîáîòè ç íèì. Îòæå, íà ïåðøîìó åòàïi
ðåàëiçàöi¨ ïðî¹êòó áóëî ñòâîðåíî ÿêiñíèé i äîñòàòíüî âåëèêèé íàáið äàíèõ, ÿêèé
áóäå âèêîðèñòàíî äëÿ íàâ÷àííÿ ìîäåëi ãåíåðàòèâíîãî øòó÷íîãî iíòåëåêòó. Öåé íàáið
äàíèõ ¹ îñíîâîþ äëÿ ïîäàëüøèõ åòàïiâ ðîáîòè, çîêðåìà äëÿ íàëàøòóâàííÿ ìîäåëi,
¨¨ òåñòóâàííÿ òà îöiíêè åôåêòèâíîñòi ó ðåàëüíèõ óìîâàõ íàâ÷àííÿ.

3.2. Íàâ÷àííÿ ìîäåëi
Ìè ïðîâåëè íàâ÷àííÿ i òåñòóâàííÿ äâîõ ìîäåëåé ç áiáëiîòåêè OpenAI ðiçíèõ

ïîêîëiíü: davinci-002 òà GPT-3.5 Turbo. Îáèäâi ìîäåëi áàçóþòüñÿ íà òðàíñôîðìåð-
íié àðõiòåêòóði. Öå çàáåçïå÷ó¹ åôåêòèâíó îáðîáêó òåêñòîâèõ ïîñëiäîâíîñòåé ÷åðåç
ìåõàíiçì óâàãè, ùî ðîáèòü öi ìîäåëi îñîáëèâî ïîòóæíèìè äëÿ îáðîáêè ïðèðîäíî¨
ìîâè. Ìîäåëü davinci-002 ¹ îäíi¹þ ç ðàííiõ âåðñié, îði¹íòîâàíèõ íà ãåíåðàöiþ
âèñîêîÿêiñíîãî òåêñòó. Âîäíî÷àñ GPT-3.5 Turbo ïðåäñòàâëÿ¹ íîâiòí¹ ïîêîëiííÿ ç
ïîëiïøåíîþ øâèäêiñòþ òà îïòèìiçàöi¹þ, çáåðiãàþ÷è âèñîêó ÿêiñòü âèõiäíîãî òåêñòó.

Ñïî÷àòêó áóëî ïðèéíÿòî ðiøåííÿ ïðîâåñòè íàëàøòóâàííÿ (�ne-tuning) ìîäåëi
davinci-002 äëÿ ïiäâèùåííÿ ¨¨ åôåêòèâíîñòi ó ãåíåðàöi¨ òåêñòó. Äëÿ ïðîâåäåííÿ
íàëàøòóâàííÿ, äàíi áóëè ïiäãîòîâëåíi ó ôîðìàòi, ïðèäàòíîìó äëÿ ìîäåëi. Çîêðåìà,
äàíi áóëè ïåðåòâîðåíi ó ôîðìàò JSONL, äå êîæåí åëåìåíò ìàâ òàêó ñòðóêòóðó:
�prompt�: �Òåêñò ç âàðiàíòàìè âiäïîâiäåé�, �completion�: �Ïðàâèëüíà âiäïîâiäü�.
Ïiñëÿ ïiäãîòîâêè äàíèõ âîíè áóëè çàâàíòàæåíi äî ñõîâèùà OpenAI. Öåé ïðîöåñ
îõîïëþâàâ êiëüêà åòàïiâ:

� ïåðåâiðêà êîðåêòíîñòi äàíèõ. Ïåðåä çàâàíòàæåííÿì äàíèõ òðàáà áóëî âïåâíè-
òèñÿ, ùî âîíè âiäïîâiäàþòü âèìîãàì ôîðìàòó i íå ìiñòÿòü ïîìèëîê;

� çàâàíòàæåííÿ äàíèõ. Äàíi áóëè çàâàíòàæåíi íà ïëàòôîðìó OpenAI çà äîïîìî-
ãîþ âiäïîâiäíèõ iíñòðóìåíòiâ i êîìàíä, ùî äîïîìàãà¹ iíòåãðóâàòè ¨õ ç ìîäåëëþ
äëÿ ïîäàëüøîãî íàëàøòóâàííÿ.

Ïiñëÿ çàâåðøåííÿ åòàïó ïiäãîòîâêè òà çàâàíòàæåííÿ äàíèõ áóâ çàïóùåíèé ïðîöåñ
íàëàøòóâàííÿ ìîäåëi davinci-002. Öåé ïðîöåñ ñêëàäàâñÿ ç êiëüêîõ êëþ÷îâèõ åòàïiâ:

� iíiöiàëiçàöiÿ ïðîöåñó íàâ÷àííÿ � âèçíà÷åííÿ ïî÷àòêîâèõ ïàðàìåòðiâ íàâ÷àííÿ,
òàêèõ ÿê êiëüêiñòü iòåðàöié, ðîçìið íàâ÷àëüíî¨ âèáiðêè, òà ïî÷àòêîâi ãiïåð-
ïàðàìåòðè;

� íàâ÷àííÿ ìîäåëi � ïðîòÿãîì íàâ÷àííÿ ìîäåëü ïðîõîäèëà ÷åðåç ÷èñëåííi iòåðà-
öi¨, ïiä ÷àñ ÿêèõ ïàðàìåòðè ìîäåëi îïòèìiçóâàëèñÿ äëÿ ìiíiìiçàöi¨ ôóíêöi¨
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âòðàò. Öåé åòàï ñêëàäàâñÿ ç îá÷èñëåííÿ ãðàäi¹íòiâ òà îíîâëåííÿ âàã ìîäåëi
äëÿ äîñÿãíåííÿ îïòèìàëüíèõ ðåçóëüòàòiâ;

� ìîíiòîðèíã íàâ÷àííÿ � ïiä ÷àñ íàâ÷àííÿ ïîñòiéíî ìîíiòîðèëèñÿ ïîêàçíèêè
åôåêòèâíîñòi, çîêðåìà ôóíêöiÿ âòðàò (training loss), ùî äîïîìàãàëî âiäñòå-
æóâàòè ïðîãðåñ íàâ÷àííÿ òà âèÿâëÿòè ìîæëèâi ïðîáëåìè.

Ïiä ÷àñ ïðîöåñó íàëàøòóâàííÿ áóëî çiáðàíî òà ïðîàíàëiçîâàíî çíà÷íó êiëüêiñòü
äàíèõ ùîäî çìií ó âåëè÷èíi âòðàò.

Ðèñ. 2. Ãðàôiê âòðàò davinci002
Loss graph of davinci002

Ðåçóëüòàòè âèÿâèëè, ùî ïðîöåñ �ne-tuning ìîäåëi davinci-002 âiäáóâñÿ óñïiøíî,
ùî ïiäòâåðäæó¹òüñÿ çíà÷íèì çíèæåííÿì âòðàò ïðîòÿãîì íàâ÷àííÿ òà äîñÿãíåííÿì
ñòàáiëüíî íèçüêîãî ðiâíÿ âòðàò íà çàâåðøàëüíîìó åòàïi. Öå ñâiä÷èòü ïðî òå,
ùî ìîäåëü äîáðå àäàïòóâàëàñÿ äî íàäàíèõ äàíèõ i ìîæå åôåêòèâíî âèêîíóâàòè
çàäàíi çàâäàííÿ. Ïiñëÿ ïðîâåäåííÿ íàëàøòóâàííÿ (�ne-tuning) ìîäåëi davinci-002,
âèðiøèëè ïðîâåñòè àíàëîãi÷íèé ïðîöåñ äëÿ ìîäåëi gpt-3.5 turbo. Ïðîöåñ ïiäãîòîâêè
äàíèõ äëÿ ìîäåëi gpt-3.5 turbo áóâ àíàëîãi÷íèé äî ïðîöåñó äëÿ davinci-002. Äàíi
áóëè ïåðåòâîðåíi ó ôîðìàò JSONL ç íàñòóïíîþ ñòðóêòóðîþ êîæíîãî åëåìåíòó:
�messages�: [�role�: �system�, �content�: �×àò-áîò, ÿêèé ãåíåðó¹ òåêñòè ç ïèòàííÿìè
òà äà¹ ïðàâèëüíi âiäïîâiäi íà çãåíåðîâàíi ïèòàííÿ�, �role�: �user�, �content�: �Çàäàé
ìåíi ïèòàííÿ�, �role�: �assistant�, �content�: �Òåêñò + ïèòàííÿ äî òåêñòó�, �weight�:
0, �role�: �user�, �content�: �ßêà ïðàâèëüíà âiäïîâiäü?�, �role�: �assistant�, �content�:
�À) Ïðàâèëüíà âiäïîâiäü�, �weight�: 1] Íàäàëi ïðîöåñ âiäáóâàâñÿ iäåíòè÷íî äî ìîäåëi
davinci-002. Ðåçóëüòàòè íàâ÷àííÿ òàêi:

Ãðàôiê ïðîäåìîíñòðóâàâ óñïiøíå íàâ÷àííÿ ìîäåëi gpt-3.5 turbo ç ïîñòóïîâèì
çíèæåííÿì âòðàò äî îñòàòî÷íîãî çíà÷åííÿ, áëèçüêîãî äî íóëÿ. Ìîäåëü äîñÿãëà
çíà÷íî íèæ÷èõ çíà÷åíü âòðàò íà çàâåðøàëüíîìó åòàïi, ùî ñâiä÷èòü ïðî ¨¨ âèùó
åôåêòèâíiñòü ïiñëÿ íàëàøòóâàííÿ ïîðiâíÿíî ç ìîäåëëþ davinci-002. Öå çàñâiä÷ó¹
êðàùó çäàòíiñòü ìîäåëi gpt-3.5 turbo äî àäàïòàöi¨ òà íàâ÷àííÿ íà ñïåöèôi÷íèõ
äàíèõ.

3.3. Âèêîðèñòàííÿ ìîäåëi
Ïiñëÿ óñïiøíîãî íàëàøòóâàííÿ ìîäåëi ìè ïðèñòóïèëè äî ¨¨ çàñòîñóâàííÿ â

ðåàëüíîìó ïðî¹êòi. Áóëî ñòâîðåíî ÷àò-áîò, ÿêèé âèêîðèñòîâóâàâ çãåíåðîâàíèé
ìîäåëëþ òåêñò i ôîðìóëþâàâ ïèòàííÿ äî íüîãî, à òàêîæ ïåðåâiðÿâ ïðàâèëüíiñòü
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Ðèñ. 3. Ãðàôiê âòðàò GPT-3
GPT-3 loss graph

âiäïîâiäåé êîðèñòóâà÷iâ íà öi ïèòàííÿ. Öå çàáåçïå÷ó¹ ìîæëèâiñòü âèâ÷àòè ìîâó
÷åðåç ãëèáîêå ðîçóìiííÿ òà àíàëiç òåêñòó, ùî ïîçèòèâíî âïëèâà¹ íà åôåêòèâíiñòü
íàâ÷àëüíîãî ïðîöåñó.

Ðèñ. 4. Ðåàëiçîâàíèé ÷àò-áîò. Ïîâåäiíêà, êîëè âiäïîâiäü ïðàâèëüíà
Implemented chatbot. Behavior when the answer is correct

4. Âèñíîâîê

Íà ïiäñòàâi ïðîâåäåíîãî àíàëiçó áóëî ðîçðîáëåíî òà ïðîòåñòîâàíî ïðîòîòèï ÷àò-
áîòà äëÿ âèâ÷åííÿ óêðà¨íñüêî¨ ìîâè, ÿêèé âèêîðèñòîâó¹ ìîæëèâîñòi ãåíåðàòèâíîãî
ØI äëÿ àâòîìàòè÷íîãî ãåíåðóâàííÿ òåêñòiâ, ôîðìóëþâàííÿ ïèòàíü, íàäàííÿ âà-
ðiàíòiâ âiäïîâiäåé i ïåðåâiðêè ïðàâèëüíîñòi âiäïîâiäåé êîðèñòóâà÷iâ. Äëÿ öüîãî
áóëî ïðîâåäåíî íàëàøòóâàííÿ (�ne-tuning) äâîõ ìîäåëåé: davinci-002 òà gpt-3.5
turbo, ç âèêîðèñòàííÿì äàíèõ íà îñíîâi çàâäàíü ÇÍÎ/ÍÌÒ. Ìîäåëü gpt-3.5 turbo
ïðîäåìîíñòðóâàëà êðàùi ðåçóëüòàòè ïîðiâíÿíî ç ìîäåëëþ davinci-002, ùî ñâiä÷èòü
ïðî ¨¨ âèùó åôåêòèâíiñòü i çäàòíiñòü äî àäàïòàöi¨ íà ñïåöèôi÷íèõ äàíèõ. Îòæå,
ðåçóëüòàòè ïiäòâåðäæóþòü ïåðñïåêòèâíiñòü âèêîðèñòàííÿ ãåíåðàòèâíîãî ØI äëÿ
ñòâîðåííÿ îñâiòíiõ ÷àò-áîòiâ, ÿêi ìîæóòü çíà÷íî ïîëiïøèòè íàâ÷àëüíèé ïðîöåñ òà
ñïðèÿòè ïiäâèùåííþ íàâ÷àëüíèõ ðåçóëüòàòiâ ñòóäåíòiâ. Çàïðîïîíîâàíi ïiäõîäè òà
ìåòîäèêè ìîæóòü áóòè âèêîðèñòàíi äëÿ ïîäàëüøèõ äîñëiäæåíü i âïðîâàäæåííÿ
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Ðèñ. 5. Ðåàëiçîâàíèé ÷àò-áîò. Ïîâåäiíêà, êîëè âiäïîâiäü íåïðàâèëüíà
Implemented chatbot. Behavior when the answer is incorrect

â îñâiòíþ ïðàêòèêó. Ó ïiäñóìêó, ðîçðîáêà òà âïðîâàäæåííÿ îñâiòíiõ ÷àò-áîòiâ
íà îñíîâi ãåíåðàòèâíîãî ØI âiäêðèâà¹ íîâi ãîðèçîíòè äëÿ ïåðñîíàëiçîâàíîãî òà
åôåêòèâíîãî íàâ÷àííÿ, ðîáëÿ÷è éîãî äîñòóïíiøèì i ãíó÷êiøèì äëÿ ñòóäåíòiâ.
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This paper examines a range of methodologies for the tuning of generative arti�cial
intelligence (AI). The paper commences with an examination of the fundamental principles
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underlying the development of generative AI models, which serve as the basis for subsequent
analysis. Subsequently, the paper delineates the methodology for tuning and training
models, which is pivotal for attaining optimal outcomes. Particular emphasis is placed on
the criteria for evaluating the e�cacy and performance of generative AI models. Moreover,
the study compares contemporary large language models, enabling the discernment of their
respective strengths and weaknesses, as well as the pivotal distinctions between them.
This comparison facilitates an understanding of which models are the most promising for
various applications. A substantial portion of the paper is dedicated to the experimental
section, wherein a prototype educational chatbot for learning the Ukrainian language,
based on generative AI, was developed and tested. The objective of this experiment is to
evaluate the potential of such tools to enhance students' learning outcomes and in�uence
the educational process. The outcomes of the experiment will facilitate the formulation
of conclusions regarding the prospects of employing generative AI in education and the
identi�cation of prospective avenues for further research in this crucial and timely �eld.

Key words: �ne-tuning, Python, Generative AI, LLM.


