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PosrastryTo pizmi miaxogm mo masjamrryBamust remeparuBaoro 111, 3oxpema merogu
TpeHYBaHHS Mojeseil Ta OIiHKa eMEeKTUBHOCTI TaKuX pimeHb. KpiMm TOro, oXommeHO eKc-
ePpUMEHTAJIbHY YACTHHY, € PO3POOIEHO Ta IPOTECTOBAHO MPOTOTHUII OCBITHBOTO war-60Ta
J1J1s1 BUBUEHHsI YKPAalHCHKOI MOBH Ha OCHOBI renepatuBHoro II1I. Merta nporo ekcmepumes-
Ty — OI[iHATH, HACKIJIbKHE TaKi iHCTPYMEHTH MOXKYTb COPHUATH MOJINIIEHHIO HABYAJbLHHUX
pe3yabTaTiB CTyAeHTiB. Pe3ynbTaTu eKCIepUMEHTY Jal0Th IIiJICTAaBU 3POOUTH BUCHOBKH
L[0/I0 IEePCHEeKTUBHOCTI BUKOpHUCTaHHs reHeparusHoro 1111 B ocBiTi Ta Bu3HaYnTH oAb
HAOPSIMU JOCJIIKEHb y Iiit cdepi.

Karowosi caosa: fine-tuning, Python, reneparusuuit 1111, LLM.

1. Bcryin

HocmimkyeMo MOKIMBOCTI BuKopucTanusa reaeparusaoro 11 misa crBopenns Gecin,
0 IMITYIOTh peasibHi OCBITHI B3AaEMOJIil Ta CIPUAIOTH ITiABUMIEHHIO €(PEKTUBHOCTI HAB-
vauHda. TexHosjoria mae 3MOry CTBOPIOBATH KOHTEHT Ha, OCHOBI 33/IaHWX TapaMeTpiB,
0 J0moMarae dar-60TaM He JIWINe BiANMOBimaTW Ha 3amWTAHHS, & i TEHEPYBAaTH HOBI
HaBYaJbHI MaTepiajin, TOSCHEHHS Ta NPUKJIAIU, aJAMTOBAHI MMiJ KOHKPETHI 3amuTu
KopucryBadiB. Bukopucranms reaeparusraoro I11 y gar-6orax BigkprBae HOBi TOPU30HTH
JJIsI IEPCOHAII30BAHOIO HABYAHHS, POOJIAYIHN HOT0 Oibil iHTEPAKTUBHUM Ta e(DEeKTUBHUM.
Ocranni pocaipkents y cdepi HITydHOro IHTEJIEKTY MPOJEMOHCTPYBAJIH, [0 IeHePyoUl
mozeti, Taki sk GPT-3, 3Haum0 mepeBepmyoTh TPAANIIiiHI METOAM 0OPOOKU MPUPOTHOT
MOBH 33 CBO€I0 e(DEKTUBHICTIO Ta YHIBEPCAJIBHICTIO. Y YHUCIEHHUX MPAIFX PO3IVIAIAI0TH
Pi3HI acmeKkTH X BUKOPHCTAaHHS y cdepi OCBITH, OJHAK TOTEHIA i PO3BUTKY BCE IIe
3a/IUITAETHCH 3HATHUAM.

2. OCHOBU PO3POBKU I'EHEPATUBHUX LIII-MOJEJIE
2.1. BUKOPUCTAHHS MOBHUX MOIEJIEN Y PI3HUX 3AJAYAX

2.1.1. 'EHEPALIIA TEKCTY

Besauki moBui mozesni (LLMS) JeMOHCTPYIOTH BUIAATHI MOXKJIMBOCTL y 3aJadax Ie-
weparil Tekcry. Hanpuknan, GPT-3, 3 kinbkicrio napamerpis 175 mimbsapais, npoje-
MOHCTPYBaJIa 3HAYHI MOJIIIIIIEHHs Y 3aBJaHHAX I'eHepallil TeKCTy, TAKUX sIK aBTOMaTUYHE
HANMCAHHS CTATEeH, BiAMOBIIh HA 3aNTUTH, CTBOPEHHST KOy i 6araro immmx 3amad. Momean
GPT-3 BukopucToBye apxiTekTypy Tpaucdopmepa i 31aTHa 10 BUKOHAHHS 3aBIaHb 0€3
JI0JIATKOBOT'O HAJIAIITYBAHHS, IPOCTO OTPUMYIOUM KOHTEKCTHI mijkasku (few-shot learn-
ing), o mae 3Mory 1ii reHEPYBATU BUCOKOSIKICHUIA TEKCT, OJIU3bKUil 10 JHOJCHKOTO.
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2.1.2. OBPOBKA 11PuPOIHOI MOBU (NLP)

Ipuponna o6podbka mosu (NLP) e ramyssio IIII, mo 3ocepemkyerncs Ha B3aeMOil
Mi2K KOMII'TOTEpaM# Ta JIIOJACBKAMHU MOBaMu. BoHA OXOIIOE Taki 3a/1adi, ik pO3yMiHHS
TEKCTy, floro cuaTe3, Mepekaaa Ta ananiz. NLP mae 3Mory BUKOPHMCTOBYBATH TEXHOJIOTIT
reHeparii TeKCTy JJjIs CTBOPEHHS 3PO3yMianX i 3B’S3HUX TEKCTIB HA OCHOBI BBEIEHUX
JAHAX.

2.1.3. THIIT 3BACTOCYBAHHS BEJUKUX MOBHUX MO/JIEJIEN

Benmki MOBHI MOmesi TaKOXK 3aCTOCOBYIOTHCA y Pi3HUX crenuidHuX TiIsTHKAX,
OXOILTIOIO YN

— KozoBa rereparnis: wmozeiab Codex, pospobsiena Ha ocuHosi GPT-3, cuernjianbao
HaBYEHA JJIsT TeHepallii KoJay i JeMOHCTPYE BUCOKI pe3yJIbTaTH Y CTBOPEHHI MPOr-
PaMHOTrO KOy Ha, PI3HUX MOBAX IMPOIPAMYBAHHS, & TAKOXK Y 3aBIAHHSIX, TIOB’ I3aHIX
3 aBTOMATH3AIIEI0 KOTYyBAHHS;

— pobororexnika: momeni, raki sk PaLM-E, BukopucroBytors LLMSs 151 ynpaBiisus
poboramu, 3a6e3medy0dn iM 3aTHICTD PO3YMITH Ta BUKOHYBATHU CKJIAIHI 3aBIAHHS
qepe3 MPUPOIHY MOBY;

— MyJBTUMOJAJBHI cucTeMu: MyabTuMoma bHi LLMs 00pob/IsioTh He JIuiine TeKCTOBY
indopmariito, a i iHmI BUAM JAHUX, TaKi K 300paxkeHHs:, Bigeo Ta aymio. Hampuk-
smaz, mozesb Flamingo BuKoOpuCTOBY€E Bi3yasbHO-JIHTBICTUYHI [TaH] /)11 BUKOHAHHS
3a7ad, M0 ToTpeOyIoTh iHTerparii pisHuX BUAIB iH(OpMAIIii.

2.2. OCHOBHI KOHIIETIIIi TA TEPMIHUI

2.2.1. TEXHOJIOTII TEHEPAIIIl TEKCTY

Texmosorii renepariii TEKCTy € BasKJIMBOIO YACTUHOIO CYYIACHUX JOCTI/IZKEHb y Taay3i
HMITYYHOTO iHTeJeKTy. BoHm 06a3yioThCs Ha 3JATHOCTI KOMIT'IOTEpiB aHaJi3yBaTH Ta
CHUHTE3yBATH JIIOJCHKY MOBY, CTBOPIOIOYN TEKCTH, SKi BUIVIAIAIOTH TaK, HiOM iX Hammcasa
mromguHa. 1l TexHOMOrT 3HAXOAATDH IIMPOKE 3aCTOCYBAHHS B Pi3HUX chepax, BPAXOBYIOTIH
aBTOMATUYHE HAIKMCAHHS HOBHH, CTBOPEHHS TBOPYHMX TEKCTiB, '€eHEpPyBaHHS BiimoBiieit
Ha 3aITUTH KOPUCTYBAYIB Ta iH. ICHYE KilbKa OCHOBHUX METOJIiB TeHepallil TEKCTY, KOKeH
3 SKUX Ma€ CBOI 0COOJIMBOCTI Ta cepr 3aCTOCYBAHHS:

— wmogei Ha ocuosi pasun (Rule-Based Models) — 6a3yrorbes Ha 3a31a/1eriab Bu3Ha-
YeHUX TPaBWjax i cTpyKTypax. Bouu edexktuBHi g mpocTux 3a1ad, ajge MaoTh
OOMEerKeHHsI ¥ CTBOPEHHI CKJIAJHUX i BApIaTUBHUX TEKCTIiB;

— wabsonni mozeni (Template-Based Models) — Bukopucrosytors 3a3gasieriap nii-
TOTOBJIEHI TITAOJIOHN TEKCTY 3 3amoBHIOBaHWUMHU mojsmu. Ileit migxim mae 3mory
IIBUJKO T€HEePyBATH TEKCTH, ajie TAKOXK OOMe:KeHWH y PI3HOMaHITHOCTI Ta rHy4-
KOCTi;

— crarucrnani mozeni (Statistical Models) — 6a3yiorbes Ha anamnisi Bemukux 00CATIB
TEKCTOBUX JIAHUX 1 BUKOPHUCTOBYIOTH HMOBIPHICHI MeTOJu JIJi TPOrHO3YBAHHS
HACTYITHOTO CJIOBa abo ¢padu B Tekcri. IIpukmagom € mogeni n-rpam;

— mefiponni mepexi (Neural Networks) — cyuacui Texmosorii remeparii Tekcry Ga-
3yI0ThCsl HA BUKOPUCTAHHI IIMOOKMX HEpoHHWX Mepexk. lli momesni momomaramoTsb
TeHepyBaTU TEKCTH BUCOKOI SKOCTi, BPAXOBYIOYH KOHTEKCT i CEMaHTUKY.
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2.2.2. CYYACHI METO/U I'EHEPALII TEKCTY

Cyuacui meTomm reHepariii TeKCTy 0a3ylOTbCS HA BUKOPWCTAHHI BEJIUKUX MOBHUX
mogzeneit (LLMs), nanpuknan rakux sk GPT-3, gxi memoncTpyoTh 3Ha4Hi nepeBaru
MOPiBHAHO 3 TPAJUIIAHUMHA METOJIAMHU.

2.2.3. GPT-3

Generative Pre-trained Transformer 3 (GPT-3) € oauicio 3 naifblipmux i maiisimo-
Mirmmx Mozesieit, pospobsennx kommaniero OpenAl. Bona ckiagaerhesa 3 175 Minbapain
mapaMerpiB i BUKOPUCTOBYE apxiTekTypy Tpaucdopmepa. OcHOBHI mepeBaru i€l Momei
TaKi:

— MmacmrabyBaHHs. 3aBOsSKU Benwkiit Kimpkocri mapamerpis GPT-3 mae Benuky

3IaTHICTD [0 TeHepariii TeKCTy 3 BHCOKOIO SKiCTIO, OJU3BKOI0 10 JIIOACHKOT;

— Few-shot learning. GPT-3 31aTHa BUKOHYBaTH 3aB/IaHHs, JIJisi SKUX BOHA He Oysia
CHIEIiaIBLHO HABYEHA, BUKOPUCTOBYIOUM Jmmie Kijbka npukiaamais (few-shot learn-
ing), 1m0 3HAYHO MoJIinIIye i1 yHIBEPCAIbHICTD;

— yuiBepcanbHicTb. Momeb MOXKe BUKOHYBATH MUPOKUHN CIEKTP 33124, BPAXOBYIOUN
HAITMCAHHS TEKCTiB, MEePeKJia/l, CTBOPEHHS KOJy, 1 HaBiTh MeHEepaIliio Bi3yaJbHOIO
KOHTEHTY.

2.3. [IPUPOIHA OBPOBKA MOBU (NLP)

O6pobka upupoauoi mosu (Natural Language Processing) — ue niaposuin wry4soro
iHTEJIeKTY, 3afiMaEThCS TUM, SIK B3a€MO/II€ MOBA KOMIT'I0TEpa Ta Jiroachka. OCHOBHA, MeTa
NLP — namaroguTtu 3B’s30K MiXK JIIOJCHKOI0 Ta, KOMIT IOTEPHOIO CHCTEMOIO CIIIJIKYBAHHS,
Jie KOMIT'IOTEP PO3yMi€, IHTEPIPETYE Ta T€HEPYE TEKCT TAK, 100 OTPUMATH 3 HHOTO CEHC.
HBi ocmosHi kareropii NLP — 11e po3yMiHHS TPHUPOSHOI MOBH Ta TEHEPAIlis MPUPOIHOL
MOBH.

2.3.1. PO3yMIHHA 11PUPOAHOI MOBU (NLU)

Posywminng npupoauoi mosu (Natural Language Understanding) oxormuiioe pisui 3as-
JaHHdA, M0 TOTPEOYIOTh TIMOOKOro po3yMiHus 3micry rmekcry. OpHuM i3 KIIOYOBUX
ACIEKTIB € aHaJI3 TOHAJIBHOCTI, SKUH 10J4ra€ y BU3HAYEHHI eMOLIHHOI TOHAJILHOCTI
TEKCTY, OyIb TO TO3UTUBHA, HETATUBHA a0 HEHTpaIbHA. TaK0XK BaXKJINBUM € BUTSITHEHHS
cyruocreit (Named Entity Recognition, NER), uio oxomitoe Busijierns ta Kaacubikariio
iIMEHOBAHUX CYyTHOCTEH, TaKMX AK iMeHa Jojeit, opranisarii Ta Miciug y Tekcri. Po3p’s-
sanns anadop (Coreference Resolution) nonomarae Busnaumru, ski ciaoBa uum ¢pasu
B TEKCT1 HaJIeXKaTh 10 Ti€l »K CyTHOCTi, IO € BAaXKJIUBUM i 30€perKeHHS KOHTEKCTY.
Moguuii ananiz (Linguistic Parsing) oxorioe amaji3 rpaMaTwudHOl CTPYKTYPU TEKCTY,
BPAXOBYIOUM CHHTAKCUYIHUM i MOPGOIOTidHNN aHAJI3, M0 JA0MOMArae Kpale 3po3yMiTn
#oro 3micT. Yci 11i acueKTH pa3oM CIPUSIOTH TJIUOITOMY PO3YMIHHIO TEKCTY, 1110 € OCHOBOIO
JIIsi BAKOHAHHS 3aBJIaHb, TAKUX K YATAHHS 3 PO3YMIHHSIM 1 BiJITIOBi/Il HA 3aIIUTAHHS.

2.3.2. 'EHEPAIIA TPUPOIHOT MOBU (NLG)

Tenepanis npupounoi mosu (Natural Language Generation, NLG) oxowoe Kijibka
BayKJIMBUX ACIMEKTIB, $Ki 3a0e3MeYy0Th CTBOPEHHS 3B’SI3HOTO Ta, 3MICTOBHOTO TEKCTY.
OpHuM i3 HUX € TeHepallisd TEeKCTY, IO Mependadac aBTOMATHYIHE CTBOPEHHS TEKCTY Ha,
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3a7any Temy. MaImnHHWN Tepekaaa Ta€ 3MOTy BUKOHYBATH TEPEKJIAJ] TEKCTY 3 OIHIeT
MOBHU Ha IHIY, IO BaXKJWBO Ijisg 0AraTOMOBHMX KOMYHiKami#i. Pe3ioMmyBamHs TekcTy
CIPSIMOBAHE HA CKOPOYEHHS TEKCTY J0 HOro KIYOBUX MOMEHTIB O€3 BTPATH OCHOBHOTO
3MiCTy, IO JOIIOMAra€ IIBUIKO 3PO3yMiTH OCHOBHI izeil. ABToMarudHe 3aBepIIeHHS
TEKCTY OXOILIIOE IIPOIIOHYBAHHS 3aBEPIIEHb [JIs [IOYaTuX pedeHb abo ab3aris, moser-
Myloun Hamucanust TekcTiB. Yar-0oTiB i BipTyasbHWX acHCTEHTIB CTBOPIOIOTL ISt
BEJIEHHS JTIaJIOTiB 3 KOPUCTYBadaMU, BIMOBIIAIOYN Ha I1XHI 3aMUTAHHS Ta BUKOHYIOYH
Ppi3Hi 3aBIaHHS, IO MiIBUIILYE 3PYYIHICTD 1 epeKTUBHICTD B3a€MOii. YCi I acmeKTn pa3oM
pobusitb NLG norykHuM iHCTPYMEHTOM JJisi CTBOPEHHs TeKCTiB 1 KoMmyHikamil [1].

2.4. TIONEPEJHE HAJAIITYBAHHS MO/JIE/I (PRE-TRAINING)

Ilonepenre mamamTyBanHsS — II€ €Tal, HA SKOMY MOJEIb HABYAETHCS HA BEIUKIi
KiIbKOCTI HeHaAifiHuX ganux. Mera nporo eramy — HABYUTU MOJE/b 3arajbHAM MOBHUM
TMpaBUJIAM i CTPYKTypaM. 3a3BU4aii BUKOPUCTOBYIOTH BEJIMKi KOPITYCH TEKCTIiB 3 Pi3HUX
JKepes: KHurH, crarTi, Bebcropinku. Ilim gac momepeaHboro HAJMAMTYBAHHS MOJIEIb
BUBYAE CTATUCTUYHI BJIACTUBOCTI MOBH, IO I0TOMarae it epeKTuBHO BUKOHYBATHU Pi3HO-
maniTH 3a7a4i renepanii rekcry. Tunosumu npukiagamu trakux moneseii € GPT (Gen-
erative Pre-trained Transformer) ra BERT (Bidirectional Encoder Representations from
Transformers). IIi Momesi BUKOPUCTOBYIOTH TpaHchOpPMeEpH, Ki 3a0€3Meuyi0Th BUCOKY
SAKICTh TeHepAIlil TeKCTY 3aBASKHU 3IATHOCTI BpAXOBYBATH KOHTEKCT 1 CEMAHTUYHI 3B A3KM
MixK cjoBamu [2].

2.5. OIHAJIBHE HAJIALUTYBAHHSA (FINE-TUNING)

OinasbHe HAJTAMITYBAHHS — I1€ TOIAJIbITIEe HAJAIITYBAHHS MOMEPETHHRO HABYEHOI MOJIe-
Ji Ha crermudiTHIX 3aMadax abo Habopax ganmx. Lle mae 3Mory Momesnti amtanTyBaTHC 0
KOHKPETHUX BHMOT 33134l Ta mosimmuTy 11 edexruHicTh. Hamamrysamus BinOyBaeTh-
Csl LLISXOM HABYaHHA MOZeai Ha cuenudidHux HAOOpaxX JAHMX, IO MICTATH PHUKJIAIN
3aB/IaHb, AKiI MOTpiOHO BMKOHATH. Hampukian, mjsd 3aJa49i aBTOMATHIHOTO HAMHCAH-
He HOBWH MOJEJIb MOXKe OyTH HaJIAIITOBAHA HA HAOODP MaHWX 3 HOBUHHWUX CTATEH, IO
JOTIOMOXKE Tii HABUMTHCS CITENUMITHIM MOBHUM KOHCTPYKISIM 1 CTHIIIO, XapaKTePHOMY
JUIsL HOBHHHUX TEKCTIB. [3]

2.6. METOZOJOTII OIIHKU MOJEJEN

OujiHKa BeJIMKMX MOBHUX MOJEJell OXOILIIOE€ Pi3HI MeTomoJsioril /jis BU3HAYEHHS iX-
HbOI e(PeKTUBHOCTI y BUKOHAHHI 3aBianb. OCHOBHI HiaXO[u /10 OLIHKW — [OPIBHsJIbHE
OIIHIOBAHHS, OIIHKA €(PEKTUBHOCTI ¥ pEAJHbHUX 33a9YaX Ta OIIHKA 33 JOMOMOTOI0 JIFOI-
cbkux ansorarniit. IlopiBasnbHe onimooBanHst (benchmarking) mae ma Meri mopiBHsATH
MPOAYKTUBHICTH MOMAET 3 IHIIUMH MOJEISIMH Ha CTAaHJAPTHUX HAOOpax ITaHWX, BH-
KOPHUCTOBYIOUYH 3arajbHONpUitHATI Habopu manux i 3aBganb, taki gk GLUE, Super-
GLUE, SQuAD jus 3amaa posyminas npupoguaol mosu, Ta BLEU, ROUGE s 3amaq
MAaIlMHHOTO MepPeKIaay Ta pesiomyBanusa. Hampukiam, GPT-3 ta BERT mpoxemoncTpy-
BaJIM BUCOKI Pe3y/IbTAaTH HA 0AraTrhOX TMOPIBHANHHUX HAOOpAX JAHWX, IO IiATBEPIKYE
ixu10 edexTuBHICTh. Orinka eEeKTUBHOCTI y peabHUX 33/1a9aX MAE HA METI BUBHAYUTH,
HACKITbKU e(peKTUBHA MOIE/Nb Y BUKOHAHHI KOHKPETHHUX, PeasbHUX 3aBIAHD, BUKOPHUC-
TOBYIOUHM MOJEJb y PEAJTbHUX CIEHAPiIX, TAKAX SK ABTOMATHIHE HAMUCAHHS HOBUH,
CTBOpEHHsT 4aT-00TiB abo aHaji3 comaabHuX Memia. [IpuKIagn OXOIMIIOIOTH BUKOPWC-
tauiss GPT-3 myisi cTBOpeHHS KPEATMBHOTO KOHTEHTY a00 aBTOMATHYHOIO T€HEPYBAHHS
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BiZIMOBiel Ha 3amWTaHHSA KOPUCTYBadiB y dar-60Tax. OIiHKA 33 JOMOMOTOM0 JIFOICHKIX
AHHOTAIIIM Ma€e HA METi BU3HAYUTH SKICTH BUXOLY MOJEJ 33 JOIOMOTOIO JIFO/ICHKOI OIIHKH,
Je aHHOTATOPH OIHIOITh TEKCTH, 3TE€HEPOBAHI MOJEII0, 3a PI3HUMU KPUTEPIAMU,
TAKAMHU K TOYHICTH, 3B’A3HICTb, KPEATHBHICTH i BimmosimmicTs 3ammry. Hampukmasn,
ominka gkocri Tekcri, cropernx GPT-3, nopiBHsHO 3 TeKCTaMM, HANUCAHUMU JIIO/b-
mu [4].

2.7. IIOPIBHSIHHSI CYYACHUX BEJIMKUX MOBHUX MOJEJIEN

Cepen Beqlukux MOBHUX Mozeseit ocobsmeo Bunuistorbes GPT-3, BERT, T5 ta XL-
Net, aki mpoeMOHCTPYBAJIM BUCOKY NMPOAYKTUBHICTD ¥ pi3HUX 3aBAanugX. llopiBHIOIOYMN
iX 3a JIOMOMOTOI0 METOJOJOTIH OIIHKKA MOoJesiell, 3raJlaHuX paHille, MOXKHA OTPUMATH
Taki pe3ymbrard. IlOpiBHAIbHE OIIHIOBAHHS HA OCHOBI 3araJbHONPUHHATAX HAOOPIB
panux GLUE ra SuperGLUE (puc. 1). Vci mozgeni 4eMOHCTPYIOTH BUCOKY TOYHICTD,
nepepumyioun 80%. GPT-3 i XLNet manm Haifkpami pe3yanbTaTh, HAOINKAIUNCH 10
85% ma, 0b60ox Habopax 3ama4. Pizaung B Tounocti Mizk GLUE i SuperGLUE g1 xo:kHOL
vozesi Hesuadra. BERT i TH tpoxu mocrymaiorsess GPT-3 i XLNet, ocobimuBo Ha
zamagax SuperGLUE.
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Puc. 1. Tounicts momeneit Ha GLUE Ta SuperGLUE
Accuracy of models on GLUE and SuperGLUE

3. IIPAKTUYHE 3ACTOCYBAHHSA BEJIMKUX MOBHUX MO,ZLEIIEI/”I v
CTBOPEHHI YAT-BOTA

3.1. 3BIP JTAHUX

Peanizarmisa 3amnanoBanoro npoekty Oysia po3modara 3i CTBOPEHHsT HEOOXiTHOro HAab0-
Py JaHWX i HaBYAHHA Moaesmi. K OCHOBHE mKepeno maHux Oyao oOpaHo caifr
7zno.osvita.ua, AKWi MICTUTH 3aBIAHHS 3i 30BHINTHBOTO HE3AJEKHOTO OIHIOBAHHSA Ta
Hamnjonansroro wmysnbrunpeaveraoro recry (BHO/HMT) 3 pisumx npenmeris.  Ileit
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caiiT € miHEUM JKepesioMm indopMmarii, 60 HaZa€ TOCTYI IO 3aBJAHb PI3HUX THUIIB, SKi
sukopucroyorh i yac SHO/HMT. OcobiuBuil iHTEpec CTAHOBIATH 3aBIAHHS, sKi
MICTATBH OMUC TEKCTY, 3a IKUM HAyTh TUTaHHSA Ta Bapiantu Biamosigeir. OcHoBHA MeTa
TAaKWX 3aBIaHb IMOJISITAE B TOMY, 100 y4eHb MPOAHAMII3yBaB HAJAHWIA TEKCT 1 BiAIOBIB
Ha mocTaBjeHi nuranusd. Ha mepmomy erami poboru 6ys0 BHPIIMIEHO 30CEpeIuTHCs Ha,
3aBIAHHAX I[HOTO THUIY, OO BOHW MalOTh BAXKJIMBE 3HAUEHHS JJIs PO3BUTKY HABUYOK
aHAJII3y TEKCTY Ta KPUTUIHOTO MUCJIEHHS Y CTYIEHTIB. 3aBIaHHSA 3 BUOOPOM MTPABUIBHOL
BiZMOBiAl 3 KUIBKOX BapiaHTIB 0COOJMBO KOPHUCHE [jis CTBOPEHHSI HABYAJIHLHOTO HAOODY
JAHUX, SSKUH MOXKe OyTH BUKOPUCTAHUN [1/I HABYAHHS MOJIEJIi T€HEPATUBHOTO IIITYYHOTO
inremexTy. s 300py JaHuX 3 0OpPAHOrO pecypcy 0y10 po3pobieHo creriaabauil mapcep,
SAKWI aBTOMATHYHO 30MpaE TEKCTHW 3aBIAHb, TMHTAHHS 10 HUX Ta TPaBUILHI BiAMOBIII.
3ibpani mami 30epirarorbes y ¢opmari XSLX, mo mgae 3Mory Jierko ix ob6pobasatu Ta
BUKOPHUCTOBYBATH I MOJAJBIIOr0 HaB4dauus momesi. XLSX-daiir mictuTh Taki mosis:
TEKCT 3aBIAaHHsI, BAPDIAHTH BiAIOBimeil i mpaBuiabHa Bianosias. Ilicisa 36opy mamux, daiin
Oysi0 meperBopeHo y Json jms 3pydnimoi poboru 3 mHum. OTke, Ha mepmiomy erari
peanizarii nmpoekTy Oys0 CTBOPEHO SIKICHHI 1 [OCTATHBO BeIuKWi HAOIp MAHWX, SKWi
Oy/1e BUKOPUCTAHO JIJIsT HABYAHHS MOJIEJIi TeHEpATUBHOTO MTYy9IHOro inTenekTy. leit nabip
JAHUX € OCHOBOIO /ISl MOJAJIBIINX €TamiB poOOTH, 30KpEMA I HAJIAIITYBAHHS MOJIEI,
i1 TecTyBaHHS Ta OIHKHN €()EeKTUBHOCTI y peaTbHUX yMOBAaX HABYAHHSI.

3.2. HABYAHHA MOJEJI

Mu npoBesu HaBuaHHs 1 TecryBaHHs JABOX Mojesieit 3 Gibsioreku OpenAl piznux
nokosiak: davinci-002 ta GPT-3.5 Turbo. O6uasi momesni 6a3yorhes HA TpaHChOPMEp-
Hiit apxitekTypi. lle 3abe3meuye edbekTuBHY 0OPOOKY TEKCTOBHUX ITOCJIiIOBHOCTEH dYepe3
MEXaHi3M yBaru, mo poOOUTH IIi MOJEJ OCODJIMBO MOTYXKHUMHE Jjisi 0OPOOKH MPUPOTHOL
voBu. Mogens davinci-002 e oxmiero 3 paHHIX Bepciii, Opi€HTOBAaHUX HA T'eHEPAIiI0
Bucokosikicaoro rekcry. Bomnouac GPT-3.5 Turbo npejcrasiisie HOBiTHE HOKOTIHHS 3
TTOJTIMTITIEHOIO TMBUIKICTIO Ta ONTHMIi3alieio, 30epiraloun BUCOKY SKiCTh BUXIIHOTO TEKCTY.

Crnouarky OyJi0 TpUiiHATO pilleHHs MpOoBeCTH HajamTyBanHsa (fine-tuning) momesi
davinci-002 s migurnennas 11 edekTwBHOCTI y reHeparii Tekcry. /Jlyis mpoBemeHHst
HaJIAITYBaHHA, faHi Oyiau miarorosieHi y ¢popMati, TpUAATHOMY [ MOJei. 30KpeMa,
manri Oysau neperBopeni y dopmar JSONL, ne KoKeH ejleMeHT MaB Taky CTPYKTYpYy:
“prompt”: “Texkcr 3 Bapiantamm Bimmosineir”, “completion” “IIpaBuinbHa Biamosimp’.
[Micas migroroBku mamwx BOHU Oyau 3aBaHTaxkeni 10 cxopuma OpenAl. Ileit mporec
OXOTIJTIOBAB KiJbKa, €TalliB:

— mepeBipKa KOPEKTHOCTI manux. llepes 3aBaHTakKeHHSM JaHUX TPada Oy/10 BIEBHU-
THUCS, IO BOHU BiAMOBIAaI0OTH BUMOraM (popMaTy i He MIiCTATH MOMUJIOK;

— 3aBaHTaxKeHHd manux. Jlani Oynu 3aBanraxkeni na miardopmy OpenAl 3a momomo-
OO BiJIHIOBIIHUX IHCTPYMEHTIB 1 KOMaH/1, 1110 JOIIOMAIA€ IHTErPyBATH 1X 3 MOJEJLIIIO
JI8 TIOJAJIBIITOTO HAJIAIITYBAHHS.

[Ticsist 3aBepIieHHsT eTamy MiArOTOBKY Ta 3aBAHTAXKEHHS JAHWX OyB BaIyIEHUI MPOIEeC
najamryBanuasg mozesi davinci-002. Ieit mporec ckitagaBcs 3 KiIbKOX KJIIOYOBHUX €TAIliB:

— imimiasrizanis mporecy HaBYaHHS — BU3HAUYEHHS MOYATKOBUX apaMeTpiB HaBUYaHHS,
TAaKAX AK KiTbKiCTh iTepariii, po3Mip HaBYaIbHOI BHOIPKH, Ta MOYATKOBI rimep-
rnapaMerpu;

— HABYAHHS MOJEJi — MPOTSATOM HABYAHHS MOJEh TTPOXOINIA Yepe3 TNCIeHH iTepa-
mii, mig 9ac AKUX TMapaMeTpu MOMIENi ONTUMI3yBaJmCd s MiHiMmizamil ¢yHKI
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Brpar. lleit eran ckiagaBcs 3 OOYHMCIEHHS TPAIIEHTIB T, OHOBJIEHHS Bar MOJE
J78 TOCATHEHHS ONTUMAJIBHUX PE3YIbTaTiB;

— MOHITOPUHT HABYAHHS — IIiJI 9aC HABYAHHS MOCTIAHO MOHITOPUJIMCS TMOKA3ZHUKU
edekruBHoCTi, 30KpeMa (yHkuig Brpar (training loss), mwo gomomarasno Bigcre-
2KyBaTy IPOrPEC HABYAHHS TA BUABJIATHA MOXKJIUBI npobiiemu.

Ilin wac mpomecy HamamryBaHHS Oys0 3i0paHO Ta MPOAHATI30BAHO 3HAYHY KiIbKiCTH
JAHUX I0/I0 3MiH y BEJUYUH] BTPAT.

db Training loss

Puc. 2. I'padixk srpar davinci002
Loss graph of davinci002

Pesynbraru BusBmau, 1mo nporec fine-tuning mozeni davinci-002 Bigbyscest ycmimiao,
10 MiITBEPAKYETHCS 3HAYHUM 3HUKEHHSAM BTPAT MPOTATOM HABYAHHS Ta AOCATHEHHSIM
cTablIbHO HHU3BKOIO PIBHS BTpAT Ha 3aBepinajbHoMmy erami. Lle cBimumTh mpo e,
0 MOIEIh J00pe AJamnTyBajacsd I0 HAJAHUX JAHUX i MOKe e(QeKTHUBHO BUKOHYBATH
sazani 3aBganuga. Ilicag nposenenHs nanamrysanisa (fine-tuning) monenm davinci-002,
BUPIIIMIM TPOBECTH AHAJIOTIYHUN poIec s Moaedi gpt-3.5 turbo. IIporec miaroroBku
maHux s Mogjeni gpt-3.5 turbo 6ys amasnoriunumii mo mporecy muis davinci-002. Hami
O6ynu nepersopeni y dopmar JSONL 3 HaCTymHOIO CTPYKTYPOIO KOXKHOIO EJIEMEHTY:
“messages”: [‘role”: “system”, “content” “Yar-Gor, skuii reHepye TEKCTH 3 MHTAHHAMU
Ta Ja€ MpaBUJIbHI BiAMOBimi Ha 3reHepoBani mutanHs, “‘role” “user”, “content” “Samaii
Meni nuranns’, “role”: “assistant”, “content”: “Texcr + mumramus m0 TekcTy”, “weight’:
0, “role™ “user”, “content™ “Zxa mpaBuibHa Bimmoeian?’, “role” “assistant”, “content’:
“A) IIpaBusnbua Biguosiay”, “weight”: 1] Hazaui npouec BiunbyBascs ineHTuIHO 10 MOmesi
davinci-002. Pe3ysibraru HaB4anns Taki:

I'padik mpomeMoHCTPYBAB yCIHilTHe HABYAHHS MOmesai gpt-3.5 turbo 3 mocTynmoBum
SHUKEHHSM BTPAT J0 OCTATOYHOIO 3HAYEHHs, OJU3bKOro mo Hyss. Momenas mocaria
3HAYHO HUKYNX 3HAYEHb BTPAT HA 3aBEPIIAJBLHOMY €Talli, IO CBLIIUTH TpO 1i BHUIILY
edeKTUBHICTh MiC/Is HAJNAINTYBaHHSA MOPiBHAHO 3 Momestio davinci-002. Ile 3acsimuaye
Kpairy 3zaraicte mozmesi gpt-3.5 turbo mo aganranii Ta nHaByanns Ha crenudidHEX
JAHUX.

3.3. BUKOPUCTAHHA MOJIEJII

Ilicas ycmimHOro HaJAINITYBAHHS MOJENI MM NPUCTYOHJM 10 il 3aCTOCYyBaHHS B
peanbHOMY TPOEKTI. Byao crBOpeHO Yar-00T, SKWiI BUKOPUCTOBYBAB 3TEHEPOBAHUN
MOJIEJIJTIO TEKCT i (OPMyYJIIOBAB MHUTAHHS 0 HHOTO, & TAKOXK TEPEBipsAB MPABUILHICTH
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db Training loss

Puc. 3. I'padik srpar GPT-3
GPT-3 loss graph

BiamoBize#t kopucTyBadiB Ha I muTanag. lle 3abe3medye MOKIMBICTH BHBYATH MOBY
qepe3 IIuOOKe PO3yMiHHS Ta aHAJI3 TEKCTY, MO MO3WTHUBHO BILTMBAE HA €(PEKTHUBHICTDH
HABYAJIbHOI'O IIPOIIECY.

o

Npweit!

o
o

Puc. 4. Peamizosanuit war-60t1. lloBeminka, Kou BiIOBIIb MPaBUILHA,
Implemented chatbot. Behavior when the answer is correct

4. BUCHOBOK

Ha migcrasi mpoBenenoro amaiizy 0ya0 po3po0IeHO Ta MPOTECTOBAHO MTPOTOTHUIT YaT-
0oTa /It BUBYEHHS YKPATHCHKOI MOBH, KWl BUKOPUCTOBYE MOXKJIMBOCTI T€HEPATUBHOTO
I gns aBTOMATHYHOTO TE€HEPYBAHHS TEKCTiB, (DOPMYTIOBAHHS NUTAHb, HAJAHHS Ba-
piaHTiB BiamoBizmei# i mepeBipKW MPaBUILHOCTI Biamosizeil kopucrysadiB. Jlms mporo
OyJ10 nposeseno Hasanrysadss (fine-tuning) asox mogeseit: davinci-002 ra gpt-3.5
turbo, 3 BuKopucTanHsaM gaHux Ha ocHobi 3aBmank 3HO/HMT. Mozens gpt-3.5 turbo
MPOJIEMOHCTPYBAJIa KPAllli pe3y/aIbTaTh MOpiBHAHO 3 Mozae/uto davinci-002, 1o cBiguuTh
npo i1 Burny edekTuBHICTH 1 3maTHICTh A0 amamTamii Ha crenudiuanx gaanx. Orxe,
pe3ysbTaTu TiATBEP/KYIOTh MEepPCIeKTUBHICTh BUKOpuCTanHs reneparuaoro I mis
CTBOPEHHsI OCBITHIX 9aT-00TiB, SIKi MOXKYTb 3HAYHO MOJIMIIIUTA HABYAJILHHUI MPOIEC Ta
CTIPUSTH TIBUIIEHHIO HABYAJBHUX PE3YJIbTATIB CTYAEHTIB. 3aMpOMOHOBAHI TiIXOIN Ta,
METOIWKHN MOYXKYTb OyTH BUKODHUCTAHI JJjIf MOMAIBIIAX JOCTIIKEHb 1 BIPOBAIKEHHS
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Puc. 5. PeanizoBanuii var-60t. IToBemitnka, Koy BiIMOBiIb HEIIPABUIbHA
Implemented chatbot. Behavior when the answer is incorrect

B OCBITHIO HPAKTHKYy. ¥ MIACYMKY, PO3pOOKA Ta BIPOBAKEHHS OCBiTHIX 4ar-00TiB
Ha ocHoBi remeparmBHoro Il BinkpuBae HOBI TOPH3OHTH i IEPCOHAJTI30OBAHOTO Ta,
eEeKTUBHOTO HABYAHHS, POOJISTIN HOTO JOCTYTHINIIUM i THYYKIIITUM JIJIs1 CTYIEHTIB.
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This paper examines a range of methodologies for the tuning of generative artificial
intelligence (AT). The paper commences with an examination of the fundamental principles
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underlying the development of generative Al models, which serve as the basis for subsequent
analysis. Subsequently, the paper delineates the methodology for tuning and training
models, which is pivotal for attaining optimal outcomes. Particular emphasis is placed on
the criteria for evaluating the efficacy and performance of generative AI models. Moreover,
the study compares contemporary large language models, enabling the discernment of their
respective strengths and weaknesses, as well as the pivotal distinctions between them.
This comparison facilitates an understanding of which models are the most promising for
various applications. A substantial portion of the paper is dedicated to the experimental
section, wherein a prototype educational chatbot for learning the Ukrainian language,
based on generative AI, was developed and tested. The objective of this experiment is to
evaluate the potential of such tools to enhance students’ learning outcomes and influence
the educational process. The outcomes of the experiment will facilitate the formulation
of conclusions regarding the prospects of employing generative Al in education and the
identification of prospective avenues for further research in this crucial and timely field.

Key words: fine-tuning, Python, Generative AI, LLM.



