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Ðîçãëÿíóòî âèñîêîòî÷íi ìåòîäè ïîáóäîâè àíòèñïóôiíãîâèõ çãîðòêîâèõ íåéðîííèõ

ìåðåæ, ÿêi çàáåçïå÷óþòü åôåêòèâíå ðîçïiçíàâàííÿ øòó÷íî çãåíåðîâàíèõ îáëè÷ íà

îñíîâi ðiçíèõ ìåòðèê, ïðîàíàëiçîâàíî iñíóþ÷i ïiäõîäè äî ïîáóäîâè ìåðåæ, ùî âèðiøó-

þòü çãàäàíó ïðîáëåìó òà âiäçíà÷åíî ¨õíi ïåðåâàãè òà íåäîëiêè, äîñëiäæåíî íàñëiäêè

âïëèâó ðiçíèìè îïòèìiçàòîðàìè ïîîäèíöi òàê êîìáiíîâàíî íà ÿêiñòü ðîáîòè ìåðåæi, íà

ïiäñòàâi îòðèìàíîãî àíàëiçó ñòâîðåíî âëàñíó àíòèñïóôiíãîâó ìîäåëü íà áàçi çãîðòêîâî¨

íåéðîííî¨ ìåðåæi, ÿê îäíi¹¨ ç íàéòî÷íiøèõ, äëÿ äîñÿãíåííÿ áàæàíî¨ åôåêòèâíîñòi

âèêîíàííÿ òà òî÷íîñòi.

Êëþ÷îâi ñëîâà: àíòèñïóôiíã, çãîðòêîâà íåéðîííà ìåðåæà, ðîçïiçíàâàííÿ îáëè÷, òî÷-

íiñòü.

1. Âñòóï
Îñòàííiìè ðîêàìè íàäçâè÷àéíîãî ðîçâèòêó çàçíàëà ãàëóçü ðîçðîáêè øòó÷íèõ

íåéðîííèõ ìåðåæ, ùî âèðiøóþòü ïèòàííÿ ðîçïiçíàâàííÿ îáëè÷. Îñêiëüêè êiëüêiñòü
ñôåð çàñòîñóâàííÿ öèõ òåõíîëîãié ïîñòiéíî çáiëüøó¹òüñÿ, òî öå çóìîâèëî ñòâîðåííÿ
âåëèêî¨ êiëüêîñòi äàòàñåòiâ i ìîæëèâîñòi òðåíóâàòè íîâi íåéðîííi ìåðåæi íà çàçäà-
ëåãiäü ïiäãîòîâëåíèõ âåëèêèõ êiëüêîñòÿõ äàíèõ, ùî òàêîæ çàáåçïå÷ó¹ íàäçâè÷àé-
íó òî÷íiñòü îá÷èñëåíü i ðåçóëüòàòiâ, ðîçâ'ÿçàííÿ çàäà÷i ðîçïiçíàâàííÿ îáëè÷ ãà-
ðàíòó¹ iäåíòèôiêàöiþ, çàáåçïå÷åííÿ íåîáõiäíîãî ðiâíÿ çàõèñòó ïåðñîíàëüíèõ äàíèõ,
çîêðåìà áiîìåòði¨, à òàêîæ âiäêèäà¹ ìîæëèâiñòü ïðîíèêíåííÿ òðåòiõ îñiá äî ñòðóêòóð
iç îáìåæåíèì äîñòóïîì, òîáòî òàêi, ùî íà ðiçíèõ ðiâíÿõ ïîòðåáóþòü çàõèñòó ïðîöå-
ñiâ, ùî âiäáóâàþòüñÿ â çãàäàíèõ ñòðóêòóðàõ, i äàíèõ, ùî ìîæóòü çáåðiãàòèñü òàì.
Âòiì, ïîðó÷ iç íîâiòíiìè ñèñòåìàìè iäåíòèôiêàöi¨ îáëè÷ ç'ÿâèëèñÿ i òàê çâàíi
ñïóôiíãîâi, ùî îçíà÷à¹ ìåðåæi äëÿ ãåíåðóâàííÿ øòó÷íèõ îáëè÷. Òàêi ìåðåæi
øèðîêî âèêîðèñòîâóþòü äëÿ àòàê i ïiäðîáêè áiîìåòðè÷íèõ äàíèõ, òîìó íà ïðîòèâàãó
¨ì ïðîâîäèëè òðèâàëi äîñëiäæåííÿ òà ðîçðîáëÿëè àëãîðèòìè äëÿ ñòâîðåííÿ àíòèñïó-
ôiíãîâèõ íåéðîííèõ ìåðåæ, çäàòíèõ âiäñòåæóâàòè ïiäðîáêè íà îñíîâi ðiçíèõ ìåòðèê.
Îäíèì iç íàéáiëüø åôåêòèâíèõ âèäiâ ãëèáîêèõ ìîäåëåé, çäàíèõ âèðiøóâàòè çàäàíó
ïðîáëåìó, ââàæàþòüñÿ çãîðòêîâi íåéðîííi ìåðåæi. Âîíè ìàþòü áàãàòî ïåðåâàã,
íà çðàçîê ìîæëèâîñòi îáðîáëÿòè äàíi ó ïî÷àòêîâîìó ñòàíi, òîáòî áåç äîäàòêîâèõ
ìàíiïóëÿöié i âèñîêî¨ çäàòíîñòi äî íàâ÷àííÿ.

2. Çãîðòêîâi íåéðîííi ìåðåæi
Çãîðòêîâi íåéðîííi ìåðåæi (ÇÍÌ, àíãë. convolutional neural networks, CNN) �

öå ïiäâèä ãëèáîêèõ øòó÷íèõ íåéðîííèõ ìåðåæ ïðÿìîãî ïîøèðåííÿ, ùî ãîëîâíî
çàñòîñîâó¹òüñÿ äî ðîçïiçíàâàííÿ îá'¹êòiâ i êëàñèôiêàöi¨ çîáðàæåíü. Îáðîáêà é
ñïðèéíÿòòÿ äàíèõ ó çãîðòêîâèõ íåéðîííèõ ìåðåæàõ âiäáóâà¹òüñÿ ó âèãëÿäi òåíçîðiâ,
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îòæå, çàáåçïå÷ó¹òüñÿ ìîæëèâiñòü ïðàöþâàòè ç äàíèìè çîáðàæåíü ó ¨õ ïðèðîäíié
ôîðìi. Äëÿ çàäà÷ ðîçïiçíàâàííÿ â óìîâàõ âèêîðèñòàííÿ âåëèêèõ îá'¹ìiâ äàíèõ
ïîòðiáíî, ùîá ìîäåëü ìàëà âèñîêó çäàòíiñòü äî íàâ÷àííÿ òà âåëèêèé âiäñîòîê
ïðàâèëüíèõ ïðèïóùåíü ùîäî îçíàê çîáðàæåííÿ. Ïîðiâíÿíî ç òðàäèöiéíèìè íåéðîí-
íèìè ìåðåæàìè ïðÿìîãî ïîøèðåííÿ çi ñõîæîþ êiëüêiñòþ øàðiâ, çãîðòêîâi íåéðîííi
ìåðåæi ìàþòü âèùó çäàòíiñòü äî íàâ÷àííÿ, áî ìiñòÿòü íàáàãàòî ìåíøå ïàðàìåòðiâ i
çâ'ÿçêiâ.

Ðèñ. 1. Àðõiòåêòóðà ÇÍÌ
CNN Architecture

Ñòðóêòóðà çãîðòêîâî¨ íåéðîííî¨ ìåðåæi âiäïîâiäà¹ çàãàëüíîïðèéíÿòié ñòðóêòóði
íåéðîííî¨ ìåðåæi. Ìåðåæà ñêëàäà¹òüñÿ ç âõiäíîãî øàðó, ïåâíî¨ êiëüêîñòi ïðèõîâà-
íèõ øàðiâ s âèõiäíîãî øàðó. Ïðèõîâàíi øàðè çàçâè÷àé ñêëàäàþòüñÿ çi çãîðòêîâèõ
øàðiâ, øàðiâ àãðåãóâàííÿ (ñóáäèñêðåòèçàöi¨), íîðìàëiçóþ÷èõ òà ïîâíîçâ'ÿçíèõ øà-
ðiâ. Öi øàðè ïîâ'ÿçàíi ìiæ ñîáîþ øàðàìè ç âèçíà÷åíèìè àêòèâàöiéíèìè ôóíêöiÿìè.

2.1. Çãîðòêîâi øàðè

Îïåðàöi¨ çãîðòêè âèêîíóþòü ó çãîðòêîâèõ øàðàõ íåéðîííî¨ ìåðåæi òà ¹ íàé-
ãîëîâíiøèì ¨õíiì åëåìåíòîì. Ñàìå çãîðòêà ¹ ìàòåìàòè÷íîþ îïåðàöi¹þ, ÿêà çà
äîïîìîãîþ äi¨ ÿäðà çãîðòêè (äåòåêòîð îçíàê, àíãë. kernel àáî feature detector) k
íà âõiäíå çîáðàæåííÿ ó âèãëÿäi òåíçîðà x îòðèìó¹ ÿê ðåçóëüòàò êàðòó îçíàê m
(àíãë. textitfeature map). Êîæíèé äåòåêòîð îçíàê ñêëàäà¹òüñÿ ç äåÿêî¨ âèçíà÷åíî¨
êiëüêîñòi ôiëüòðiâ (àíãë. textit�lters), êîæíèé ç ÿêèõ nfrj; ¹ òåíçîðîì ïàðàìåòðiâ ç
ðîçìiðíiñòþ, ÿêà çàçâè÷àé äà¹ çìîãó ïîêðèâàòè ëèøå íåâåëèêó ÷àñòèíó çîáðàæåí-
íÿ â øèðèíó òà âèñîòó, àëå îáîâ'ÿçêîâî ìà¹ âiäïîâiäàòè ðîçìiðíîñòi â ãëèáèíó.
Òàêi ôiëüòðè i ¹ ïàðàìåòðè÷íîþ ÷àñòèíîþ íåéðîííî¨ ìåðåæi, äî ÿêî¨ çàñòîñîâó¹òüñÿ
íàâ÷àííÿ. Çàãàëîì âèãëÿäi îïåðàöiÿ äèñêðåòíî¨ çãîðòêè ìîæå áóòè çàïèñàíà ìàòå-
ìàòè÷íî òàê:

s(t) = (x ∗ w)(t) =
∞∑

a=−∞
x(a)w(t− a).

Çíà÷åííÿ êîæíîãî äåòåêòîðà îçíàê çà ìåæàìè âèçíà÷åíî¨ îáëàñòi éîãî äi¨ ââà-
æàþòüñÿ íóëüîâèìè, òîìó íåñêií÷åííó ñóìó ìîæíà çàìiíèòè íà ñêií÷åííó çi çíà÷åí-
íÿìè â çàäàíié îáëàñòi. Âèêîðèñòîâóþ÷è âëàñòèâiñòü êîìóòàòèâíîñòi äëÿ îïåðàöi¨
ìàòåìàòè÷íî¨ çãîðòêè, îòðèìó¹ìî ñïðîùåíó ôóíêöiþ, ïðèäàòíó äëÿ çàñòîñóâàííÿ â
íåéðîííèõ ìåðåæàõ i ñòâîðåííÿ äåòåêòîðiâ äëÿ çãîðòêîâîãî øàðó, òà ÿêà ñïîðiäíåíà
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ç âçà¹ìîêîðåëÿöiéíîþ ôóíêöi¹þ äëÿ çíà÷åíü çîáðàæåííÿ

S(i, j) = (I ∗K)(i, j) =
∑
m

∑
n

I(m,n)K(i−m, j − n).

Îñêiëüêè îïåðàöiÿ çãîðòêè êîìóòàòèâíà, òî ôîðìóëó ìîæíà çàïèñàòè òàê:

S(i, j) = (K ∗ I)(i, j) =
∑
m

∑
n

I(i−m, j − n)K(m,n),

äå S(i, j) � åëåìåíò êàðòè îçíàê ç êîîðäèíàòàìè i òà j; I � âõiäíå çîáðàæåííÿ, K �
äåòåêòîð îçíàê; m, n � ðîçìiðíîñòi äåòåêòîðà îçíàê. Ïðèêëàä ôiëüòðà äëÿ îïåðàöi¨
çãîðòêè çîáðàæåíèé íà ðèñ. 2.

Ðèñ. 2. Ôiëüòð äëÿ îïåðàöi¨ çãîðòêè
Filter for convolution operation

2.2. Àãðåãóâàëüíi øàðè

Ôóíêöiÿ ïóëiíãó çàìiíþ¹ âèõiä ìåðåæi â äåÿêié òî÷öi çâåäåíî¨ ñòàòèñòèêè áëè-
çüêèõ âèõîäiâ. Ó áóäü-ÿêîìó âèïàäêó ïóëiíã äà¹ çìîãó çðîáèòè óÿâëåííÿ ïðèáëèçíî
iíâàðiàíòíèì ùîäî ìàëèõ ïàðàëåëüíèõ ïåðåíîñiâ âõîäó, öå îçíà÷à¹, ùî ÿêùî çðóøè-
òè âõiä íà íåâåëèêó âåëè÷èíó, òî çíà÷åííÿ áiëüøîñòi âèõîäiâ, ùî ïiääàþòüñÿ âïëèâó
ïóëiíãó çìiíÿòüñÿ.

Ðèñ. 3. Ìåõàíiçì àãðåãóâàííÿ
Aggregation mechanism

Íà ðèñ. 3 ïîêàçàíî ïðèêëàä ðîáîòè öüîãî ìåõàíiçìó. Ëîêàëüíà iíâàðiàíòíiñòü
êîðèñíà, ÿêùî íàñ áiëüøå öiêàâèòü ñàì ôàêò iñíóâàííÿ ïåâíî¨ îçíàêè, à íå ¨¨ òî÷íå
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ðîçòàøóâàííÿ. Ó áiëüøîñòi çàâäàíü ïóëiíã íåîáõiäíèé äëÿ îáðîáêè âõîäiâ çìiííîãî
ðîçìiðó.

2.3. Ðîçðiäæåíà âçà¹ìîäiÿ

Íà âiäìiíó âiä çâè÷íèõ íåéðîííèõ ìåðåæ, ó êîòðèõ íà êîæíîìó øàði çàñòîñî-
âó¹òüñÿ ìíîæåííÿ íà ìàòðèöþ ïàðàìåòðiâ, òîáòî êîæåí âèõiäíèé áëîê âçà¹ìîäi¹ ç
êîæíèì âõiäíèì áëîêîì, ó çãîðòêîâèõ íåéðîííèõ ìåðåæàõ âçà¹ìîäiÿ ¹ ðîçðiäæåíîþ,
âíàñëiäîê òîãî, ùî ÿäðî ìåíøå çà âõiä. Âiçüìåìî, íàïðèêëàä, çîáðàæåííÿ, ÿêå
ìiñòèòèìå íàäçâè÷àéíî âåëèêó êiëüêiñòü ïiêñåëiâ, ïðîòå íàñïðàâäi âèçíà÷íèìè ç
íèõ áóäóòü ëèøå äåÿêi, ÿêi îêðåñëþþòü êîíòóðè îá'¹êòà, à îòæå, äîñÿãà¹òüñÿ
åôåêòèâíiñòü â îáñÿãó ïàì'ÿòi, áî çàïàì'ÿòîâóâàòè ïîòðiáíî ëèøå ìàëó ÷àñòèíó
ïàðàìåòðiâ.

Ðèñ. 4. Ðîçðiäæåíà çâ'ÿçíiñòü
Sparse connectivity

2.4. Çàëèøêîâà ìåðåæà (Residual Network)

×àñòî çàäëÿ äîñÿãíåííÿ âèùî¨ òî÷íîñòi ðîáîòè ìîäåëi äîäàþòü äîäàòêîâó, âåëèêó
êiëüêiñòü øàðiâ, ùî â áàãàòüîõ âèïàäêàõ i ñïðàâäi çáiëüøó¹ åôåêòèâíiñòü, ïðîòå
÷àñîì ìîæå ïðèçâîäèòè äî òàêî¨ ïðîáëåìè: ãëèáîêîãî ÿê íàâ÷àííÿ, ÿê çíèêíåííÿ
÷è ðîçðèâ ãðàäi¹íòà, òîáòî ãðàäi¹íò íàáóâà¹ çíà÷åííÿ áëèçüêå äî 0 ÷è íàâïàêè
íàäçè÷àéíî âåëèêå. Çîáðàçèìî íà ïðèêëàäi ãðàôiêó (ðèñ. 5)

Îòæå, áà÷èìî, ùî òî÷íiñòü ìîäåëi ç 20-ìà øàðàìè ïîìiòíî âèùà çà 56-øàðîâó.

Äëÿ âèðiøåííÿ öi¹¨ ïðîáëåìè áóëè ñòâîðåíi çàëèøêîâi íåéðîííi ìåðåæi. Ãîëîâíà
iäåÿ òàêî¨ ìîäåëi ïîëÿãà¹ â iäå¨ çàëèøêîâèõ áëîêiâ, âèêîðèñòîâó¹òüñÿ òåõíiêà ïiä
íàçâîþ ïðîïóñê ç'¹äíàíü. Ôàêòè÷íî, öå ç'¹äíàííÿ ïðîïóñêó ïî¹äíó¹ àêòèâàöi¨
øàðó ç íàñòóïíèìè øàðàìè, ïðîïóñêàþ÷è äåÿêi øàðè ìiæ íèìè. Öå é óòâîðþ¹
çàëèøêîâèé áëîê. Resnets áóäóþòü øëÿõîì ñêëàäàííÿ öèõ çàëèøêîâèõ áëîêiâ
ðàçîì. Ïåðåâàãà äîäàâàííÿ öüîãî òèïó ç'¹äíàííÿ ïðîïóñêó ïîëÿãà¹ â òîìó, ùî ÿêùî
áóäü-ÿêèé ðiâåíü íåãàòèâíî âïëèâàòèìå íà ïðîäóêòèâíîñòü âñi¹¨ àðõiòåêòóðè, òîäi
éîãî áóäå ïðîïóùåíî çàâäÿêè ðåãóëÿðèçàöi¨. Îòæå, öå ïðèçâîäèòü äî íàâ÷àííÿ
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Ðèñ. 5. Ïîðiâíÿííÿ ðîáîòè ìîäåëåé ç ðiçíîþ êiëüêiñòþ øàðiâ
Comparing the performance of models with di�erent numbers of layers

äóæå ãëèáîêî¨ íåéðîííî¨ ìåðåæi áåç ïðîáëåì, çóìîâëåíèõ çíèêíåííÿì/ðîçðèâîì
ãðàäi¹íòà.

3. Àíòèñïóôiíã íà áàçi ÇÍÌ, iñíóþ÷i ïiäõîäè äî
ðîçðîáêè

Àíòèñïóôiíã îáëè÷ � öå òåõíîëîãiÿ, ÿêó âèêîðèñòîâóþòü äëÿ âèÿâëåííÿ ñïðîá
ïiäðîáêè àáî îáìàíó ó ðàçi àóòåíòèôiêàöi¨ àáî iäåíòèôiêàöi¨ îñîáè íà îñíîâi ôîòîãðà-
ôié àáî âiäåî ¨¨ îáëè÷÷ÿ. Îñíîâíà ìåòà öi¹¨ òåõíîëîãi¨ � çàïîáiãàòè ïñåâäîàóòåíòè-
ôiêàöi¨, êîëè ñïðîáè ôàëüñèôiêàöi¨ îáëè÷÷ÿ àáî ôîòîãðàôié âèêîðèñòîâóþòü äëÿ
íåçàêîííîãî äîñòóïó äî ñèñòåìè àáî ïðîíèêíåííÿ â çàõèùåíó îáëàñòü. Àíòèñïó-
ôiíã ãàðàíòó¹, ùî âèêîðèñòîâóþòüñÿ ëèøå ðåàëüíi îáëè÷÷ÿ äëÿ àóòåíòèôiêàöi¨.

Îñíîâíi çàâäàííÿ òà õàðàêòåðèñòèêè àíòèñïóôiíãó îõîïëþþòü: âèÿâëåííÿ ïiä-
ðîáëåíèõ ôîòîãðàôié i âiäåî, àíàëiç òåêñòóðíèõ i ãåîìåòðè÷íèõ õàðàêòåðèñòèê,
âèêîðèñòàííÿ áiîìåòðè÷íèõ îñîáëèâîñòåé, âèêîðèñòàííÿ ãëèáîêîãî íàâ÷àííÿ, çàñòî-
ñóâàííÿ äî ñèñòåì áiîìåòðè÷íî¨ àóòåíòèôiêàöi¨. Óðàçi ñòâîðåííÿ àíòèñïóôiíãîâèõ
íåéðîííèõ ìåðåæ íà áàçi çãîðòêîâèõ íåéðîííèõ ìåðåæ (CNN) iñíó¹ êiëüêà îñíîâíèõ
ïiäõîäiâ i ìåòîäiâ, ÿêi âàðòî ðîçãëÿíóòè äåòàëüíiøå.

� Ïiäõiä íà îñíîâi ïàò÷iâ (Patching-Based Approach).

Ó öüîìó ïiäõîäi âõiäíå çîáðàæåííÿ ðîçáèâà¹òüñÿ íà íåâåëèêi ÷àñòèíè àáî �ïàò÷i�,
i êîæåí ïàò÷ àíàëiçó¹òüñÿ îêðåìî çà äîïîìîãîþ CNN. Âèêîðèñòàííÿ ïàò÷iâ äà¹
çìîãó âèêîíóâàòè äåòàëüíèé àíàëiç òåêñòóð i ãåîìåòði¨ îêðåìèõ ÷àñòèí îáëè÷÷ÿ òà
âèçíà÷àòè, ÷è ¹ ÿêiñü àíîìàëi¨ àáî ðiçíèöi ìiæ íèìè òà íàòèâíèìè çðàçêàìè îáëè÷÷ÿ.

� Àíàëiç â ÷àñi (Temporal Analysis).

Âèêîðèñòîâóþòü âiäåîäàíi äëÿ àíàëiçó ðóõiâ i çìií îáëè÷÷ÿ â ÷àñi. Ìîäåëü
àíàëiçó¹ ïîñëiäîâíiñòü êàäðiâ âiäåî òà âèÿâëÿ¹ íåëîãi÷íi çìiíè â îáëè÷÷i. Íàïðèê-
ëàä, ñïðîáè ïiäðîáëåííÿ ìîæóòü ñóïðîâîäæóâàòèñÿ øâèäêèìè çìiíàìè îáëè÷÷ÿ, ÿêi
íåçâè÷àéíi äëÿ ðåàëüíèõ ñèòóàöié.

� Ïiäõiä íà îñíîâi ãëèáèíè (Depth-Based Approach).

Ó öüîìó ïiäõîäi âèêîðèñòîâóþòü äàíi ïðî ãëèáèíó, îòðèìàíi çà äîïîìîãîþ 3D-
êàìåð àáî iíøèõ äàò÷èêiâ. Àíàëiç ãëèáèíè äîïîìàãà¹ âèÿâëÿòè àíîìàëi¨ â ãåîìåòði¨
îáëè÷÷ÿ, òàêi ÿê âiäñóòíiñòü ãëèáèíè, íåçâè÷àéíi ôîðìè îáëè÷÷ÿ àáî ðîçìiðè, ùî
âiäðiçíÿþòüñÿ âiä íîðìè.
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� Ñïåêòðàëüíèé àíàëiç (Spectral Analysis).

Ñïåêòðàëüíèé àíàëiç îõîïëþ¹ àíàëiç õàðàêòåðèñòèê ñïåêòðiâ çîáðàæåííÿ, òàêèõ
ÿê ÷àñòîòè àáî ñïåêòðàëüíi îñîáëèâîñòi. Àíîìàëi¨ â ñïåêòði ìîæóòü çàñâiä÷óâàòè
ïiäðîáëåííÿ, îñêiëüêè ïiäðîáëåíi çîáðàæåííÿ ìîæóòü ìàòè iíøi ñïåêòðàëüíi õàðàê-
òåðèñòèêè, íiæ íàòèâíi.

� Ãëèáîêå íàâ÷àííÿ (Deep Learning).

Ãëèáîêå íàâ÷àííÿ âèêîðèñòîâó¹ çãîðòêîâi íåéðîííi ìåðåæi (CNN), ùîá âèâ÷èòè
îçíàêè òà øàáëîíè, ÿêi ñâiä÷àòü ïðî ïiäðîáëåííÿ. Ìîäåëü íàâ÷à¹òüñÿ íà âåëèêèõ
íàáîðàõ äàíèõ, ùîá àâòîìàòè÷íî âèÿâëÿòè àíòèñïóôiíã. Ìîæå âèêîðèñòîâóâàòèñÿ
â êîìáiíàöi¨ ç iíøèìè ïiäõîäàìè.

� Áàãàòîìîäàëüíèé ïiäõiä (Ìulti-Modal Approach).

Áàãàòîìîäàëüíèé ïiäõiä îõîïëþ¹ â ñåáå âèêîðèñòàííÿ êiëüêîõ ìåòîäiâ i äàò÷èêiâ
äëÿ âèÿâëåííÿ ïiäðîáëåíü. Íàïðèêëàä, âií ìîæå êîìáiíóâàòè àíàëiç çîáðàæåíü,
âiäåî, 3D-äàíèõ òà iíøèõ áiîìåòðè÷íèõ õàðàêòåðèñòèê äëÿ ïîëiïøåííÿ òî÷íîñòi
âèÿâëåííÿ àíòèñïóôiíãó.

� Àäâåðñàðíå íàâ÷àííÿ (Adversarial Training).

Àäâåðñàðíå íàâ÷àííÿ öå òðåíóâàííÿ ìîäåëåé ç óðàõóâàííÿì àòàê, ñïðÿìîâàíèõ
íà ïiäðîáêó. Ìîäåëü íàâ÷à¹òüñÿ âiäñòîþâàòèñÿ âiä àòàê i âèÿâëÿòè ñïðîáè ïiäðîá-
ëåííÿ îáëè÷÷ÿ, íàâ÷àþ÷èñü ðîçðiçíÿòè ìiæ ïiäðîáëåíèìè òà ðåàëüíèìè çîáðàæåí-
íÿìè.

4. Ïðî¹êòóâàííÿ òà ðîáîòà ç ìîäåëëþ

Óñÿ ïîäàëüøà ðîáòà ç ìîäåëëþ íàïðÿìó çàëåæèòü âiä âèãëÿäó, ðîçìiðó òà
ôîðìàòó äàòàñåòó, ÿêèé âèêîðèñòîâóâàòèìåòüñÿ äëÿ íàâ÷àííÿ öi¹¨ ìîäåëi. Áóëî
îáðàíî äàòàñåò NUAA, ùî ìiñèòü â çàãàëüíié êiëüêîñòi 12614 çîáðàæåíü îáëè÷,
äàòàñåò ïîäiëåíèé íà äâi ãðóïè, çà ÿêèìè ôàêòè÷íî i áóäå âiäáóâàòèñÿ êëàñèôi-
êàöiÿ, à ñàìå: ðåàëüíi îáëè÷÷ÿ òà ôàëüñèôiêîâàíi. Êîæíà ç ãðóï òàêîæ ìiñòèòü
ïàïêè ç çîáðàæåííÿìè ðiçíèõ ëþäåé, ïðè ÷îìó â êîæíié ç ïàïîê ôîòîãðàôi¨ ëèøå
îäíi¹¨ ëþäèíè, äå ôîòîãðàôi¨ ðiçíÿòüñÿ çà ïåâíèì ïðèíèöïîì: ó êîæíié ïàïöi
îáîâ'ÿçêîâî ¹ çîáðàæåííÿ â îêóëÿðàõ, áåç îêóëÿðiâ, ç ïîâîðîòîì ãîëîâè âïðàâî
òà âëiâî, íàõèëàìè ãîëîâè, ç ðiçíèìè óìîâàìè îñâiòëåííÿ, âêëþ÷íî ç ïðèðîäíèì
ñâiòëîì i øòó÷íèì, àáî ¨õ âiäñóòíiñòþ. Ïiäiáðàíèé äàòàñåò ÷óäîâî çàäîâîëüíÿ¹
óìîâè ñôîðìóëüîâàíî¨ çàäà÷i òà äà¹ âèñîêó ìîæëèâiñòü äî íàâ÷àííÿ íîâîñòâîðåíié
ìîäåëi. Óñi çîáðàæåííÿ äàòàñåòó çà ïîïåðåäíüî¨ îáðîáêè ïåðåä íàâ÷àííÿì ìîäåëi
çâîäÿòüñÿ äî îäíîãî ðîçìiðó, ùî ñòàíîâèòü 64*64.

4.1. Ïîáóäîâà òà òðåíóâàííÿ ìîäåëi

Äëÿ ïðî¹êòóâàííÿ, òðåíóâàííÿ òà òåñòóâàííÿ ìåðåæi áóëî âèêîðèñòàíî òàêi
iíñòðóìåíòè: pytorch òà openCV. Ïåâíi àëãîðèòìè, òàêi ÿê LBP, ðåàëiçîâó¹ìî
âðó÷íó. Ïåðåä ïî÷àòêîì ðîáîòè ç ìîäåëþþ óñþ çàäàíó âèáiðêó áóëî ïîäiëåíî
íà òðåíóâàëüíi òà òåñòîâi äàíi, îñêiëüêè â äàòàñåòi NUAA ôåéêîâi òà ðåàëüíi
çîáðàæåííÿ ðîçäiëåíi, òî ¨õ äîâåëîñÿ ïåðåìiøàòè ìiæ ñîáîþ.
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Ðèñ. 6. Àðõiòåêòóðà ìîäåëi
Model architecture

4.1.1. Àðõiòåêòóðà ìîäåëi

Àðõiòåêòóðà ìîäåëi çîáðàæåíà íà ðèñ. 6. Ïîáóäîâàíà ìîäåëü ñêëàäà¹òüñÿ çi
çãîðòêîâîãî øàðó ç 64 ôiëüòðàìè ðîçìiðîì 7x7 i ç êðîêîì 2x2. Öåé øàð äîïîìàãà¹
âèëó÷èòè íèçêó îçíàê ç âõiäíèõ çîáðàæåíü, ôóíêöi¨ àêòèâàöi¨ ReLU, çãîðòêîâîãî
áëîêà (cnn), ÿêèé ðîçïî÷èíà¹òüñÿ ç BatchNorm2d äëÿ íîðìàëiçàöi¨ äàíèõ, äàëi
çàñòîñîâó¹òüñÿ ôóíêöiÿ àêòèâàöi¨ ReLU, âèêîðèñòîâó¹òüñÿ MaxPool2d äëÿ ïóëiíãó
äàíèõ ç ÿäðîì ðîçìiðîì 3x3 i êðîêîì 2x2.

Ïiñëÿ çãîðòêîâîãî áëîêà â ìåðåæi ¹ ïîñëiäîâíiñòü áëîêiâ Bottleneck, êîæåí ç
ÿêèõ ìà¹ òàêó ñòðóêòóðó: çãîðòêîâèé øàð Conv2d ðîçìiðîì 1x1 äëÿ çìåíøåííÿ
êiëüêîñòi êàíàëiâ BatchNorm2d äëÿ íîðìàëiçàöi¨, çãîðòêîâèé øàð Conv2d ðîçìiðîì
3x3 ç ôóíêöi¹þ àêòèâàöi¨ ReLU òà ïîäàëüøîþ íîðìàëiçàöi¹þ, ùå îäèí çãîðòêîâèé
øàð Conv2d ðîçìiðîì 1x1 äëÿ çáiëüøåííÿ êiëüêîñòi êàíàëiâ i çíîâó BatchNorm2d
äëÿ íîðìàëiçàöi¨, çàâåðøó¹òüñÿ ôóíêöi¹þ àêòèâàöi¨ ReLU.

Ïiñëÿ Bottleneck áëîêiâ âèêîðèñòîâó¹òüñÿ AdaptiveAvgPool2d äëÿ ïóëiíãó äàíèõ
äî ðîçìiðó (1, 1), ùîá îòðèìàòè âåêòîð îçíàê ôiêñîâàíîãî ðîçìiðó, Flatten äëÿ
ïåðåòâîðåííÿ öüîãî âåêòîðà â îäíîìiðíèé âåêòîð. Çàâåðøóþòü àðõiòåêòóðó ìåðåæi
ïîâíîçâ'ÿçíi øàðè, ÿêi çìåíøóþòü ðîçìiðíiñòü ç 256 äî 128, ïîòiì äî 64 òà, íàðåøòi,
äî 2. Â ìiðó ïðîõîäæåííÿ êðiçü öi Linear øàðè òàêîæ âèêîðèñòîâó¹òüñÿ ôóíêöiÿ
àêòèâàöi¨ ReLU, à ïiñëÿ êîæíîãî ç íèõ çàñòîîñóâóþòü Dropout øàðè ç ïàðàìåòðîì
p=0.5, çà äîïîìîãîþ öèõ øàðiâ ìîæíà óíèêíóòè ïåðåíàâ÷àííÿ ìîäåëi.

Îãëÿíóâøè àðõiòåêòóðó ìîäåëi â çàãàëüíîìó, ìîæíà çðîáèòè âèñíîâîê, ùî öÿ
ìîäåëü ìà¹ áàçîâó àðõiòåêòóðó ResNet çi çãîðòêîâèìè áëîêàìè Bottleneck i øàðàìè
ïóëiíãó, ÿêi âèêîðèñòîâóþòü äëÿ âèäiëåííÿ îçíàê ç âõiäíèõ çîáðàæåíü, ïiñëÿ ÷îãî
äàíi ïåðåäàþòüñÿ ÷åðåç ïîñëiäîâíiñòü ïîâíiñòþ ç'¹äíàíèõ øàðiâ äëÿ êëàñèôiêàöi¨.

4.2. Îïòèìiçàöiÿ

Äëÿ äîñÿãíåííÿ êðàùèõ ðåçóëüòàòiâ áóëî îáðàíî êîìïëåêñíèé ïiäõiä. Ñïåðøó
âõiäíi äàíi ïåðåäîáðîáèëè òàê, ùî íà ìîìåíò ïîäiëó äàíèõ íà òåñòîâó òà òðåíóâàëüíó
âèáiðêè çîáðàæåííÿ ìàëè îäíàêîâi ðîçìiðè, òîäi áóëî çàñòîñîâàíî àëãîðèòì LBP
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(Local Binary Pattern), îñíîâíà iäåÿ ÿêîãî ïîëÿãà¹ â òîìó, ùî äëÿ êîæíîãî ïiêñåëÿ
çîáðàæåííÿ ïîðiâíþ¹òüñÿ éîãî çíà÷åííÿ çi çíà÷åííÿìè ñóñiäíiõ ïiêñåëiâ. ßêùî
çíà÷åííÿ ïiêñåëÿ áiëüøå àáî äîðiâíþ¹ çíà÷åííþ ñóñiäíüîãî ïiêñåëÿ, òî â ðåçóëüòóþ-
÷îìó øàáëîíi âñòàíîâëþ¹òüñÿ 1, â iíøîìó âèïàäêó � 0. Ïîòiì äëÿ êîæíîãî ïiêñåëÿ
ñòâîðþ¹òüñÿ áiíàðíèé øàáëîí, i öi øàáëîíè âèêîðèñòîâóþòü äëÿ ñòâîðåííÿ ãiñòî-
ãðàìè LBPH äëÿ êîæíîãî îá'¹êòà íà çîáðàæåííi. Íàâåäåìî, íàïðèêëàä, ãiñòîãðàìó
ñòâîðåíó ïiä ÷àñ îïðàöþâàííÿ àëãîðèòìîì íàøîãî äàòàñåòó.

Ðèñ. 7. Ãiñòîãðàìà LBP
LBP histogram

LBPH ìîæå áóòè âèêîðèñòàíèé äëÿ ðîçïiçíàâàííÿ îá'¹êòiâ àáî îáëè÷÷ÿ íà
çîáðàæåííÿõ, à òàêîæ äëÿ âèðiçàííÿ îçíàê òà îïèñó òåêñòóð. Àëãîðèòì ìà¹ äåÿêi
ïåðåâàãè, òàêi ÿê iíâàðiàíòíiñòü äî îñâiòëåííÿ òà ïðîñòîòà â ðåàëiçàöi¨. Ïiñëÿ öüîãî
áóëî äîäàíî ÷iòêîñòi çîáðàæåííÿì çà äîïîìîãîþ ìîæëèâîñòåé áiáëiîòåêè openCV.

image=cv2.filter2D(image, -1, self.kernel)

Çàñòîñó¹ìî äî ìîäåëi îïòèìiçàòîð adam � îäèí iç íàéåôåêòèâíiøèõ iñíóþ÷èõ
àëãîðèòìiâ îïòèìiçàöi¨, ùî ïî¹äíó¹ iäå¨ òà ìåòîäè iíøèõ àëãîðèòìiâ îïòèìiçàöi¨,
òàêèõ ÿê Momentum òà RMSprop, i äîäà¹ äî íèõ äåÿêi âëàñíi óíiêàëüíi îñîáëèâîñòi.
Äëÿ çðó÷íîñòi ïîäiëó äàíèõ òà çáiëüøåííÿ åôåêòèâíîñòi ìîäåëi ïîäiëèìî äàòàñåò
íà áàò÷i, ðîçìið áàò÷ó çàäàìî 64, áóäåìî ïðîõîäèòèñÿ â ìåæàõ êîæíî¨ åïîõè ñàìå
ïî áàò÷àõ, ùî ââàæà¹òüñÿ åôåêòèâíiøèì, àäæå òàê äîñÿãà¹ìî áiëüøî¨ ñòiéêîñòi äî
øóìó, à òàêîæ çáiëüøó¹ìî øâèäêiñòü íàâ÷àííÿ.

5. Àíàëiç ðåçóëüòàòiâ
Äëÿ ïî÷àòêó ïåðåâiðèìî ÿê ïðàöþ¹ ìîäåëü, çàäàìî øëÿõ äî çîáðàæåííÿ òà

ïîïðîñèìî ìåðåæó çðîáèòè ïåðåäáà÷åííÿ ñïðàâæí¹ âîíî, ÷è ôåéêîâå. Çàïóñòèìî
ìîäåëü i ïåðåêîíà¹ìîñü, ùî âîíà ïðàöþ¹ ïðàâèëüíî, îñêiëüêè çîáðàæåííÿ íàñïðàâäi
ñïðàâæí¹.
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Prediction: REAL

Ïåðåâiðÿ¹ìî ðîáîòó ìîäåëi, îá÷èñëþþ÷è òî÷íiñòü íà êîæíîìó åòàïi íàâ÷àííÿ, à
òàêîæ ðåçóëüòóþ÷å îñòàòî÷íå çíà÷åííÿ. Îñêiëüêè âèêîðèñòàíèé iíòñðóìåíò pytorch
íå äà¹ ìîæëèâîñòi îòðèìóâàòè ãîòîâå çíà÷åííÿ òî÷íîñòi, òî áóäåìî îá÷èñëþâàòè
¨¨ âðó÷íó, ïiäðàõîâóþ÷è êiëüêiñòü óñïiøíèõ ðåçóëüòàòiâ ç âàëiäàöiéíî¨ âèáiðêè íà
êîæíîìó åòàïi òà ïîäiëèâøè îòðèìàíå çíà÷åííÿ íà çàãàëüíó êiëüêiñòü çàïðîïîíîâà-
íèõ òåñòîâèõ çîáðàæåíü.

Â íàñëiäîê ïðîâåäåíèõ äîñëiäæåíü i òðåíóâàííi ìîäåëi âäàëîñÿ äîñÿãíóòè òî÷íîñ-
òi ç îïòèìiçàöi¹þ áëèçüêî¨ äî 98,5%, à áåç îïòèìiàöi¨ 94,8%. Ñïîñòåðiãà¹ìî ïîìiòíå
ïîëiïøåííÿ âíàñëiäîê çàñòîñóâàííÿ îïòèìiçàöi¨.

Äëÿ îöiíêè âïëèâó îïòèìiçàöi¨ íà ìîäåëü ïîðiâíÿ¹ìî ãðàôiêè âòðàò äëÿ ìîäåëi ç
îïòèìiçàöi¹þ òà áåç, à òàêîæ ¨õíi ãðàôiêè òî÷íîñòi íà êîæíié ç 11 åïîõ, ÿêi ïðîéøëà
ìîäåëü ó ïðîöåñi òðåíóâàííÿ.

Ðèñ. 8. Çìiíà òî÷íîñòi ìîäåëi
Changing the model accuracy

Íà ðèñ. çîáðàæåíî ÿê çìiíþâàëàñÿ òî÷íiñòü ìîäåëi íà êîæíié íàñòóïíié åïîñi,
òîáòî ïîâíîìó ïðîõîäi ïî çàäàíîìó äàòàñåòó, çàãàëîì òàêèõ åïîõ áóëî 10. Çåëåíîþ
ëiíi¹þ çîáðàæåíî çíà÷åííÿ äëÿ ìîäåëi áåç îïòèìiçàöi¨, à ÷åðâîíîþ � ç îïòèìiçàöi¹þ.
Ìîæíà çðîáèòè âèñíîâîê, ùî îïòèìiçàöiÿ äàëà ñâî¨ ðåçóëüòàòè, òà äîïîìîãëà
çáiëüøèòè òî÷íiñòü íà ìàéæå 4%
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Ðèñ. 9. Ãðôiê âòðàò
Loss schedule

Òàêèé ñàìèé ãðàôiê áóëî ïîáóäîâàíî äëÿ ïîðiâíÿííÿ âòðàò íà òðåíóâàííi êîæíî¨
ç ìîäåëåé, íà ãðàôiêó ÷åðâîíîþ ëiíi¹þ çîáðàæåíî âòðàòè äëÿ ìîäåëi ç îïòèìiçàöiþ,
à çåëåíîþ � áåç îïòèìiçàöi¨ íà êîæíié ç åïîõ òðåíóâàííÿ ìîäåëi, ÿê áà÷èìî âòðàòè
äåùî çíèçèëèñü âíàñëiäîê çàñòîñóâàííÿ ðiçíèõ òåõíiê îïòèìiçàöi¨. Ôiíàëüíå çíà÷åí-
íÿ âòðàò äëÿ ìîäåëi áåç îïòèìiçàöi¨ ñòàíîâèòü 0,04 òà 0,02 äëÿ ìîäåëi ç îïòèìiçàöi¹þ,
áî íà ïåðøié åïîñi öi çíà÷åííÿ áóëè ñóòò¹âî âèùèìè, à ñàìå ñòàíîâèëè 0,71 òà 0,73
äëÿ ìîäåëåé ç îïòèìiçàöi¹þ òà áåç, âiäïîâiäíî.

6. Âèñíîâêè

Îòæå, áóëî ïðîâåäåíî äîñëiäæåííÿ òà ïðî¹êòóâàííÿ ìîäèôiêàîâàíî¨ àíòèñïóôií-
ãîâî¨ çãîðòêîâî¨ íåéðîííî¨ ìåðåæi, ÿêà ôàêòè÷íî âèðiøó¹ çàäà÷ó êëàñèôiêàöi¨ îáëè÷
íà ðåàëüíi òà ôåéêîâi, âèïðîáóâàíî ðiçíi ìåòîäè îïòèìiçàöi¨ òà íàëàøòîâàíî ¨õ òàê,
ùî äîñòÿãíóòî òî÷íîñòi ðîáîòè ìåðåæi 98,5%. Öå âèñîêi ðåçóëüòàòè, ÿêi äà¹ çìîãó
ââàæàòè ìîäåëü âäàëî ïîáóäîâàíîþ àðõiòåêòóðíî òà íàëàøòîâàíî òàê, ùî íàéáiëüøå
ñïðèÿ¹ óñïiøíîìó íàâ÷àííþ òà ïîäàëüøîìó âèêîðèñòàííþ â öiëÿõ àâòîðèçàöi¨ òà
àâòåíòèôiêàöi¨. Òàêà ìîäåëü ñòiéêà äî ñïóôiíãîâèõ àòàê i ìà¹ çíà÷íèé ïîòåíöiàë.
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In the paper high-precision methods of building anti-spoo�ng convolutional neural net-

works, which provide e�ective recognition of arti�cially generated faces based on various

metrics, were considered, existing approaches to building networks that solve the men-

tioned problem were analyzed and their advantages and disadvantages were noted, the

consequences of the in�uence on the quality of the network of various optimizers both indi-

vidually and in combined way used were researched. On the basis of the obtained analysis,

an own anti-spoo�ng model was created based on a convolutional neural network, as one

of the most accurate, to achieve the desired performance e�ciency and accuracy.

Key words: anti-spoo�ng, convolutional neural network, face recognition, accuracy.


