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PoarisarayTo BUCOKOTOYHI MeTou 11OOYyA0BU aHTUCIY(MIHIOBUX 3rOPTKOBUX HEUPOHHHUX
Mepex, dKi 3abe3meuyioTh edEKTHBHE DPO3IMi3HABAHHS WITYYHO 3T€HEPOBAHUX OOJIHY HA
OCHOBI PI3HUX METPUK, MPOAHAJIZ0BAHO iICHYIOUI HiIX0aM 10 OOY/I0BH MEPEXK, 10 BUPIIIy-
OTh 3Ta/IaHy IpoO0JeMy Ta BiA3HA4YEHO TXHi mepeBaru Ta HEJIOJIKU, JOCTIIXKEHO HACIIIKH
BILIMBY PI3HUMU ONTUMI3aTOPAMU MIOOMHII TaK KOMOIHOBaHO HA sIKiCTb pOOOTH Mepexi, Ha
mifcTaBi OTPEMAHOIO aHAJI3y CTBOPEHO BJIACHY aHTHUCITY(hIHroBY Mojesb Ha 6a3i 3ropTKOBOT
HeMpoHHOT Mepexi, sik ojHi€el 3 HalTOYHImKX, jAJs JOCsArHeHHs OakaHO! edeKTHUBHOCTI
BHUKOHAHHSI Ta TOYHOCTI.

Karomosi caosa: antucimydinr, 3ropTkoBa HEHPDOHHA, Meperka, PO3Ii3HABAHHS OOJIUY, TOU-
HICTB.

1. Bcryn

OcranHiMu pOKaMU HAA3BUYANHOTO PO3BUTKY 3a3HAJIA TaIy3b PO3POOKHU IMITYIHUX
HEHPOHHWX MEpPeXK, IO BUPIMIYIOTh MUTAHHS pO3mi3HaBanusa 00amd. OCKUIBKYU KiJbKICTD
cdep 3aCTOCYBAHHS IUX TEXHOJIOTIH MOCTIHHO 30LIBIYEThCs, TO 1€ 3yMOBUIO CTBOPEHHS
BEJIMKOI KiJIbBKOCTI JIaTAaceTiB i MOXKJIMBOCTI TPEHYBaTH HOBI HEHPOHHI MepexKi Ha 3a3/a-
JIeriJib mifirOTOBJIEHUX BEJIMKHUX KiJIbKOCTHAX JAHUX, 110 TAKOK 3abe3medye HaA3BUYAM-
HY TOYHICTH OOYMCJIEHB 1 PE3yJIbTATIB, PO3B’SI3aHHS 33/a4i PO3Mi3HABAHHS 00JUY Ta-
panTye inenTudikamito, 3a0e3mnedeHHs HeOOXiTHOTO PiBHS 3aXUCTy MEPCOHATBHUX JAHUX,
30KpeMa biomeTpii, a TaKOXK BIIKUIAE MOKINBICTD MPOHUKHEHHS TPETIX 0CI0 10 CTPYKTYP
i3 OOMEKEeHUM TOCTYIIOM, TOOTO TaKi, IO HA PI3HUX PIBHAX MOTPEOYIOTH 3aXUCTY MPOIle-
ciB, MO BiZAOYBAIOTHCHA B 3raJ@HUX CTPYKTYpPaX, i JAHUX, IO MOXKYTb 30epiraTuchb Tam.
Brim, mopyu i3 HOBiTHIMEM cucTemamu imeHTHdIKaii 00aMY 3’ABUAMCST 1 TaK 3BaHi
ciyinroBi, mo o3HaYaE Mepexi Jd TeHepyBaHHsS MTydHuHX 007amd. Taki mepexi
MAPOKO BUKOPUCTOBYIOTH [IJIs ATAK 1 MiIpOOKH GiOMETPUYIHUX TAHUX, TOMY HA TPOTUBATY
M MIPOBOAWIIA TPUBAJIL JOCIIiIZKEHHS Ta PO3POOJISIA AJITOPUTMU IS CTBOPEHHS aHTHCITY-
biHroBUX HEHPOHHUX MepPerK, 3MATHUAX BiICTEKyBaTH ITiIPOOKH HA OCHOBI PI3HUX METPHUK.
OpauM i3 HAMOLIBIT e(DEKTUBHUX BUIIB MIHOOKUX MOIEJEH, 3MaHNX BUPIIITYBATH 33IaHy
mpobJteMy, BBaXKaIOTHCsl 3TOPTKOBI He#pouHi Mepexki. Bonum MaroTh 0Oararo mepesar,
Ha 3pa30K MOXKJIMBOCTI 0OpOOIATH JaHi y TMOYaTKOBOMY CTaHi, TOOTO 0e3 I101aTKOBUX
MAaHITyIAIIi# 1 BUCOKOI 3/JaTHOCT1 O HABYAHHS.

2. 3rOPTKOBI HEMPOHHI MEPEXKI

Broprkosi weiiponni mepexi (3HM, anru.  convolutional neural networks, CNN) —
e MiIBUI TIMOOKUX IITYYHUX HEHPOHHUX MEpPEK TMPSMOrO MONTUPEHHS, IO TOJOBHO
3aCTOCOBYEThCS 10 PO3Mi3HAaBaHHS 00’€KTiB 1 Kmacudikamii 300paxkens. OOpobka i
CIPUIHSTTS JAHUX y 3TOPTKOBUX HEHPOHHUX MepeyKaxX Bi0OyBaEThCsA y BULJISIl TEH30PIB,
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oTKe, 3a0e3MeUyeThCs MOYKJIUBICTh MPAIIOBATH 3 JAHUMH 300parKEHb y X MPUPOIHIM
dopwmi. Jlag 3amad po3mi3HABAHHS B yYMOBAX BHUKOPUCTAHHS BEIUKHX O0’€MIB JAHUX
nmoTpibHO, MOO6 MOAETb Maja BHCOKY 3JATHICTH 10 HABYAHHS Ta BEIUKHA BiICOTOK
MPaBUILHUX IPHUITYIIEHD MO0 O3HAK 300pakenHs. IIopiBHAHO 3 TpaauIiiHuMu HEHPOH-
HUMM MEPEKAMH IIPAMOIO IHOMIMPEHHS 31 CX0KOI0 KJIbKICTIO I1apiB, 3rOPTKOBI HEHPOHHI
MepeKi MaIOTh BUIIY 3IaTHICTH IO HABYAHHS, 00 MiCTATH HAbOAraTo MEHIIe TapaMeTpiB i
3B’SA3KiB.
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Puc. 1. Apxirekrypa 3HM
CNN Architecture

CrpyKTypa 3ropTKoBOI HEHPOHHOI MepexKi Bi/IIOBIAE 3arabHONPUAHATIH CTPYKTYPI
HelpoHHOI Mepexi. Mepeka CKIIaJaeThCs 3 BXiTHOTO TTapy, MEBHOI KiTbKOCTI MPUXOBa-
HUX TMapiB S BuximHOTO Mapy. llpuxoBani mapw 3a3Butvail CKIaJAI0THCA 31 3TOPTKOBUX
mapis, mapis arperyBants (Cy0QuCKpeTH3allii), HOpMAIi3yI09UX Ta MOBHO3B A3HUX II1a-
piB. Lli mapu mos’s3ami Mizk coO0T0 TapaMu 3 BU3HAYEHUME aKTUBAIIHHIMA (DYHKITISIMHA.

2.1. 3rOPTKOBI 1IIAPU

Omneparii 3ropTku BUKOHYIOTH Yy 3TOPTKOBHX Iapax HEHPOHHOI Mepexki Ta € Haii-
TOJIOBHIIMUM TXHIM emeMenToM. (Came 3ropTKa € MaTeMaTHIHOIO OIMepallicio, sdka 3a
JIONIOMOTOI0 JIii si/ipa, 3rOpTKHU (JIeTeKTop O3HaK, aHri. kernel abo feature detector) k
Ha BXiaHe 300paKeHHs y BUIVISl TEH30pA T OTPUMYE sIK DPe3yJabTaT KapTy O3HAK M
(anru. textitfeature map). Koxuuil nerekTop 03HaK CKJIAZAETHCH 3 JedKOl BU3HAYEHOI
kinbkocri dinbrpis (anru. textitfilters), koxuuit 3 skux nfrj; € renzopom napamerpis 3
PO3MIpHICTIO, KA 3a3BUYal Ta€ 3MOTY MOKPUBATHU JIUIIE HEBEJIUKY YACTUHY 300pasKeH-
H B IUPWHY Ta BUCOTY, ajie 00OB’S3KOBO MA€ BiIMOBiZaTH pPO3MIPHOCTI B TIHOWHY.
Taxki GiabTpu i € mapaMeTpUIHO0 YaCTHHO HEHPOHHOI MepexKi, 10 KOl 3aCTOCOBYETHC S
HaBYAHHS. 3arajioM BUIJISJIL ONEpallis AUCKPETHOI 3rOPTKH MOXKe OyTH 3almucaHa MarTe-
MaTUYHO TaK:

st) = (@rw)(t) = Y wz(a)w(t—a).

3HadYeHHS KOXKHOTO JIETEKTOPA O3HAK 3a MEKaM{ BU3HAYEHOI 00JacTi #oro [ii BBa-
2KAIOThCA HYJTbOBUMHM, TOMY HECKIHUYEHHY CyMYy MOXKHA 3aMiHUTH HA CKiHYEHHY 3i 3HAYEH-
HAMHI B 3a7aHiil obsacti. BUKOpHCTOBY0YM BIACTHBICTD KOMYTATHBHOCTI JjIs OHEpPAIlil
MaTeMAaTUIHOI 3rOPTKHU, OTPUMYEMO CIPOIIEHY (DYHKIIIO, TPUIATHY [IJsT 3ACTOCYBAHHS B
HEMPOHHWX MepeKaX i CTBOPEHHS JETEKTOPIB JIJI 3TOPTKOBOTO TIapy, Ta AKa, CIIOPiTHEHA,
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3 B3AEMOKOPEJISAIIITHOI0 (DYHKINE [/ 3HAYEHb 300parkKeHHs
S(i,7) =T *xK)( ZZImn K(i—m,j—n).
Ockinbky onepailisi 3rOPTKU KOMYTATUBHA, TO (DOPMYJIy MOXKHA 3aIMCATH TAK:
S(i,7) = (K x1)(i ZZIz— m,j —n)K(m,n),

ze S(i,7) — eJleMeHT KapTu O3HAK 3 KoopjauHaramu i Ta j; I — Bxigne 300paxkenns, K —
JETEeKTOp O3HAK; M, N — PO3MIPHOCTI JeTeKTopa o3Hak. IIpukian (inbTpa ajsa omeparii
3rOpPTKH 300paskeHmnii Ha puc. 2.

Bxiani paHi dinLTp Kapra o3Hak

419 2 5|18 3 ZE

PoamipHicTs 6x6x3
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Kpok S 1 (300p ANA APYroro KpoKy)
5 8 5 3 8 4 [lonoskeHHA

EIZID

Puc. 2. ®inprp nnga onepanii 3roprku
Filter for convolution operation

2.2. ATPECYBAJIBHI IIIAPU

OyHKIA MyTIHTY 3aMIHIOE BUXiJ Mepexki B AesKiii TOUIl 3BeIeHOI CTATHCTUKHU OJIHh-
3bKUX BUXO/IB. Y Oy/ib-fKOMY BHUIAJIKY IIyJIHT A€ 3MOr'Y 3POOUTH ysABJIEHHS IPUOIU3HO
iHBapiaHTHUM IIOJIO MAJTUX TAPATETHLHUX TTEPEHOCIB BXOY, 1€ 03HAYAE, IO AKIIO 3PYTITH-
TH BXiJ HA HEBEJINKY BEJIMUWHY, TO 3HAYEHHS OLIBIMIOCTI BUXOQ/IIB, IO i IIAI0ThCS BILIUBY
MyTHTY 3MIiHATHCA.

Cragisa nymiHry

JetekTopHa cragis

Puc. 3. Mexani3m arperysanag
Aggregation mechanism

Ha pwuc. 3 nokazano mpukjam pobOTH IILOTO MexaHi3My. JIoKajbHa iHBApiaHTHICTH
KOPWCHA, SKIIO HAC OLbINe IMiKaBUTh caMm (haKT iCHyBaHHS MEBHOI O3HAKHU, & HE i1 TOUHE
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po3TarnyBaHHsa. ¥ OLIBIIOCTI 3aBaaHb MYIHT HEOOXiTHUI Aj1s5 0OPOOKU BXOMIB 3MiHHOTO
po3Mipy.
2.3. PO3PIIZKEHA B3AEMO/IIA

Ha Bigminy Big 3BHYHHX HEHPOHHUX Meperk, y KOTPHUX Ha KOXKHOMY Iapi 3acToco-
BYETbCS MHOXKEHHS HA MATPHIO MapaMerpiB, TOOTO KOXKEH BuxiaHwuit O6J0K B3a€MOJIE 3
KOXKHUM BXiTHUM OJIOKOM, ¥ 3rOPTKOBUX HEHPOHHUX MEPEXkKaxX B3AEMOJIis € PO3PIIZKEHOI0,
BHACJIIOK TOTO, IO SApO MeHime 3a Bxia. Bispmemo, Hampukiama, 300pakeHHs, sSKe
MiCTHTHME HAJ3BUYANHO BEJUKY KLTBKICTH IIKCENiB, MPOTE HACIPAB/I BU3HAYHUMU 3
HUX OyIyTh JHINE [edKi, sKi OKPeCJTIoI0Th KOHTYpH O0’€KTa, a OT¥Ke, MJOCITA€ThCS
edekTuBHICTL B 00cAry mam’sTi, 00 3amam’sTOBYBATH IIOTPIOHO JIMIIE MaJjy YaCTHHY
TTapamMeTpiB.

Puc. 4. Pospimxena 38 sa3HICTH
Sparse connectivity

2.4. BAJINIIIKOBA MEPEKA (RESIDUAL NETWORK)

Yacro 331181 TOCATHEHHS BUIIOI TOYHOCTI POOOTH MOJIE IOJAI0TH IOJIATKOBY, BEJIUKY
KUIbKICTh IHapiB, IO B 0ararbOX BUIIAJKAX 1 crpassi 36isbliinye eeKTuBHICTD, MpoTe
9acoM MOKe TPU3BOIUTH J0 TAKOI MpOOJeMu: TIHOOKOTO K HABYAHHS, K 3HUKHEHHS
9M PO3PWB IpaJii€HTa, TOOTO Tpai€eHT HAOyBa€ 3HAUEHHs Ou3bke n0 0 9M HABIAKA
HaJ3UYaliHO BesrKe. 306pa3umo Ha npukiaa rpadiky (puc.d)

Orxke, baarmMo, MO TOYHICTH MOzesi 3 20-Ma MapaMu MOMITHO BHUINA 3a 56-I1apoBy.

s Bupimenns miel mpobsiemu Oysu CTBOpeHi 3aMuIIKOBI HeifiporHi Mepexi. [omoBHa
imest Takol MOJIEJIi TOJIATAE B i€l 3aIMIMKOBUX OJIOKIB, BUKOPUCTOBYEThCS TEXHIKA, T,
Ha3BOIO TPOMYCK 3’e¢aHanb. MPakTudHO, 1e 3’€IHAHHSA MPOIMYCKY ITOEIHYE AKTHBAIIL
mapy 3 HACTYIHWMU IapaMy, MPOIYCKAIOYN JedKi mapu Mixk mumu. lle it yrBOproe
sanumkoBuii 070K. Resnets OyayioTh IIISIXOM CKIAJAHHS ITUX 3AJHIIKOBHX OJIOKIiB
pasom. Ilepesara monaBamms bOrO TUILY 3’€AHAHHS IIPOILYCKY IOJIArA€ B TOMY, IO SAKIIO
OyIb-sIKWil piBeHh HETATWBHO BIJINBATMME HA MPOAYKTUBHOCTH BCi€l apXiTE€KTypH, TOIIi
oro Oyme TpOmyIIeHo 3aBaAku perynspu3sarii. OTxke, e TPU3BOAUTH 10 HABIYAHHS
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Puc. 5. IlopiBasanns pobotu mMozesteii 3 Pi3HOO KiJBKICTIO mapis
Comparing the performance of models with different numbers of layers

syze riubokol HefipoHHOI Mepexi 6e3 upobsem, 3yMOBJIEHUX 3HUKHEHHSIM/DPO3PUBOM
TpaJIieHTa.

3. AHTUCIIY®IHI HA BA3I 3HM, ICHYIOUI IIAXOAU 10
PO3POBKIU

Awnrucnydinr oband — 1me TeXHOJIOTis, Ky BUKOPUCTOBYIOTL IJIsi BUSIBJIEHHS CIIPOO
mipobku abo obMaHy y pasi ayrentudikarii abo imenTudikarii ocodu Ha 0cHOBI poTorpa-
diit abo Bimeo i1 06auyusa. OcHOBHA MeTa Ii€l TeXHOJIOril — 3amobiraTy MCeBI0AY TEHTH-
dikarii, komu crupobu danbcudikarii obmmads ado ¢ororpadiit BUKOPUCTOBYIOTD JIJTs
HE3aKOHHOI'O JIOCTYILy 710 cucreMu abo MPOHUKHEHHsI B 3aXuileny objactb. AHTHCI-
GbiHr rapaHTye, M0 BUKOPUCTOBYIOTHCS JIWINE PeabHi O0IuYYs 111 ayTeHTu(iKaIril.

OcHOBHI 3aBIaHHS Ta XapPAKTEPUCTUKU AHTHUCILY(DIHTY OXOILIIOIOThH: BUSBJIEHHS i
pobsrernx otorpadiit i Bimeo, aHasi3 TEKCTYpHUX i NEOMETPUYHUX XAPAKTEPUCTHUK,
BUKOPHUCTAHHS 0I0METPUIHUX OCOOJIUBOCTEN, BHKOPUCTAHHS TJIMOOKOTO HABYAHHS, 32CTO-
CyBaHHsA /10 cUCTeM OiomerpwdnOl ayrenTudikarii. Ypasi cTBOpeHHsS aHTHCITY DiHTOBUX
HelipoHHUX Mepexk Ha 0a3i sroprkoBux Heiiponnux Mepex (CNN) icHye Kijbka OCHOBHUX
MiJIXO/IIB 1 METO/IB, SKi BAPTO PO3IJISHYTH JeTaslbHiIlIe.

— Tlinxix Ha ocuosi maruis (Patching-Based Approach).

VY upomy minxo/i BxijgHe 300pakenHs PO3OUBAETHCS HA HEBEJIMKI YacTuHU abo0 “naryi”,
i KoXKeH mard aHasi3yeTbcs okpemo 3a gomomoroid CNN. Bukopucramust mardie mae
3MOT'y BUKOHYBATH JIETAJbHAN aHAJI3 TEKCTYP i reoMeTpil OKpeMUX YaCTUH OOJIUYUs Ta
BU3HAYATH, IH € AKiCh aHOMAJTIT a60 PI3HUIN MiK HUMH Ta HATUBHUMH 3PA3KAMU 00U,

— Amnauniz B yaci (Temporal Analysis).

BukopucroByioTh Bimeomani s aHamisy pyxiB i 3miH oOauvds B daci. Mogenb
aHAJIi3y€ TOC/IiIOBHICTH KAAPiB Bife0 Ta BUSBIISIE€ HEJIOTIYHI 3MiHN B 00my4i. Hampuk-
Jiaj, cipobu i Ipo0IeHHS MOXKYTh CyITPOBOIXKYBATHCS MIBUIKUMU 3MiHAMHU O0IMI s, SKi
He3BUYAlHI JI/Id PeaJbHUX CUTYAIIii.

— Iiaxin va ocuosi raubunu (Depth-Based Approach).

Y upoMy miIxoxl BUKOPHCTOBYIOTH JaHI IPO rimbuHy, OTpuMaHi 3a gomomoroo 3D-
Kamep abo iHmuX JaTduKiB. AHasi3 rinOMHKM JOIIOMArAE BUSB/ISATA aHOMAJIII B reoMmerpil
obsimuYst, Taki K BiACyTHICTH TyimOnHu, He3BU4YAlHI hopMu obamuds ab0 pO3MipH, IO
BiIPI3HATOTHCS BiJ, HOPMMU.
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— Crekrpasbanii anami3 (Spectral Analysis).

CrekTpaJibHUil aHAJII3 OXOILIIOE AHAJII3 XaPAKTEPUCTUK CIEKTPIB 300parKeHHsI, TAKUX
K 9acTOTH abo CHeKTpasbHi ocobauBocTi. AHOMaMI B CHEKTPl MOXKYTh 3aCBiadyBaTh
i, ApOOIeHHS, OCKLIBKHY MiapobieHi 300parKeHHs MOXKYTh MATH iHIII CIIEKTPaIbHI Xapak-
TEPUCTUKU, Hi’K HATHUBHI.

— Tnnboke na4yanus (Deep Learning).

Tnuboke naByanus BuKopucroBye 3roprkosi Heitponui mepexki (CNN), wo6 BuuuTu
O3HAKHU Ta IMAOJIOHU, AKi CBiA4arTh npo minpobsenus. Mozgenb HABYAETHCH HA BEJTHKHUX
HAOOpaxX JAHUX, MO0 ABTOMATUYHO BUSBIATHA aHTHCIYdinr. Moxke BUKOPUCTOBYBATHUCS
B KOMOIHAINT 3 IHIMAMHA T IX0TaMU.

— Bararomopmanbanit niaxix (Multi-Modal Approach).

Bararomomanbauit miaxia oXommoe B cebe BUKOPUCTAHHS KiTbKOX METO/IIB i JaTInKiB
i BUsBJIEHHS miapobsienb. Hampukian, Bin moxke KoMbGiHyBaTum aHasi3 300pazkeHb,
Bizmeo, 3D-mammx Ta iHIMUX OIOMETPUYHWX XAPAKTEPUCTHUK JJIs MOJIMINEHHS TOYHOCTI
BUSABJIEHHS aHTUCITY)IHTY.

— Ajsepcapue naBuanns (Adversarial Training).

AiBepcapHe HaB4YaHHS L€ TPEHYBaHHs MOJEJel 3 ypaxyBaHHAM aTaK, CIPIMOBAHUX
Ha TApoOKy. Momesnb HABYAETHCS BiJICTOIOBATHCS Bil aTak i BUSABJISATH CIPOOH TiapoO-
JIGHHSI OOJINY4sT, HABYAIOYUCH PO3PIZHATH MiK MiAPOOICHUME Ta peaJIbHIUMU 300parkeH-
HSIMHU.

4. TIPOEKTYBAHHSI TA POBOTA 3 MOJIEJLIIO

Vea momasbina podTa 3 MOIEJII0 HANPSIMY 3aJIeKUTh BiJ BUIVISLY, PO3MIpy Ta
dopmary naracery, SKWii BUKOPHUCTOBYBATHUMEThCS I HABYAHHSA Ii€l momemi. Byso
obpano maracer NUAA, mo micuTh B 3arajbHiil Kigbkocri 12614 300paykenn 00ud,
JaTtaceT MOALIeHWH Ha 1BI rpymnu, 3a gaxkuMu (paxkTudHO i Oyme BimOyBarumcsa Kiaacupi-
Kallisi, a came: peasnbHi obiud4asa Ta ¢anbcudikoBami. KoxkHa 3 TPym TaKOXK MiCTHTDH
TManKu 3 300parKEeHHSIMU Pi3HUX JIHOJEl, pU 90My B KOXKHill 3 mamok ¢ororpadil jurie
onmui€i moauuu, ae dororpadil Pi3HATHCA 3a MEBHUM MPUHUIITOM: Y KOXKHIN mamii
000B’SI3KOBO € 300parKeHHsI B OKyJIspaX, 0€3 OKYyJsSpiB, 3 MOBOPOTOM TOJIOBH BIIPABO
Ta BJIiBO, HAXWJIAMHU TOJIOBH, 3 PI3HMMH yMOBAaMHU OCBITJIEHHS, BKJIIOYHO 3 TPUPOIHUM
cBiTsioM 1 mTyyHunM, abo ix BigcyrmicTio. Ilimibpamumii maracer 9yaoBO 3aI0BOIHHSE
yMOBH C(OPMYJIBOBAHOI 33/1a49i Ta A€ BUCOKY MOKJIUBICTH O HABIYAHHS HOBOCTBOPEHIH
Mozesti. Yci 300pakeHHsT JATaceTy 3a MOMEepPeaHbOl 00POOKY Tepes HABYAHHSIM MOIEJi
3BOIATHCSA JI0 OJHOTO PO3MIpY, IO CTAHOBHTHL 64¥64.

4.1. IIOBYJOBA TA TPEHYBAHHA MO/IEJII

Jl1s TpOEKTyBaHHS, TPEHYBAHHsI Ta TECTYBAHHS Mepexki Oyj0 BHKOPHUCTAHO TaKi
incrpymentu: pytorch ta openCV. Ilepui amropurmu, rtaki sk LBP, peamnizoByemo
Bpyuny. Ilepen mogarkoM pobOTH 3 MOMAETIOI0 yCIO 3a7aHy BHOIPKY Oy/I0 MOMiIEeHO
Ha TpeHyBajbHI Ta TecToBi mami, ockigbku B maraceri NUAA eiikori ma peanbui
300pasKeHHsT PO3/IijeHi, TO TX JOBEJIOCSA MepeMilaTh MiK coDO0IO.
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Puc. 6. Apxitekrypa momemni
Model architecture

4.1.1. APXITEKTYPA MOJEJII

Apxitekrypa Momeni 3o0paxkena Ha puc.6. IloOymoBaHa MOIENh CKIATAETHCS 3i
3ropTKOBOrO mapy 3 64 dinprpamu po3mipom 7x7 i 3 KpokoMm 2x2. Ileit map monmomarae
BHJIYYUTH HU3KY O3HAK 3 BXigHMX 300pakenb, dyHKIl akTuBamil ReLU, 3ropTkoBoro
6sioka (cnn), skuit posnoumnaerbcs 3 BatchNorm2d pns wopmanizauii namux, masi
3acrocoByerbea dyukiig akrusamnii ReLU, Bukopucrosyersca MaxPool2d mns mymninry
JAHWX 3 SApOM po3Mipom 3x3 i KpokoM 2x2.

Ilicns 3roprkoBOro Gj10KAa B Mepexi € mociimoBHicTh Os0kiB Bottleneck, xoxen 3
JKAX Ma€ TaKy CTPyKTypy: 3roprtkoBwmii map Conv2d po3mipom 1x1 1aj1s 3MeHIIeHHS
kimbkocti kKauanis BatchNorm2d nms sHopmasizarnii, 3roprkosuit map Conv2d po3mipom
3x3 3 ¢yukmieo akruaril ReLU Ta momaapmoio HoOpMaJi3ali€ro, me OguH 3ropTKOBUM
map Conv2d posmipom 1x1 mjis 36isbiienHast KigbkocTi kanamis i 3uoBy BatchNorm2d
I HOpMaJtizarii, 3aBepinyerhes dynkmieo akruBarnii RelLU.

[Micns Bottleneck 6s0kis BukopucroByerbes AdaptiveAvgPool2d ans mynmiary ganux
10 posmipy (1, 1), mob orpumaru BekTOp O3HaK (ikcoBanoro posmipy, Flatten s
[IEPETBOPEHHS [[OI'0 BEKTOPA B OJHOMIDHUIT BEKTOP. 3aBEPIIYIOTH apXiTEKTYpy Mepexi
TIOBHO3B SI3Hi TapH, sKi 3MEHIIYIOTh PO3MIpHICTS 3 256 10 128, morim 10 64 Ta, HApEITi,
1o 2. B wmipy mpoxomkenHst Kpi3p mi Linear mrapu Tako»X BUKOPHUCTOBYETHCS (DYHKITiS
aktuBarnii ReLU, a micaa KoKHOTO 3 HAX 3aCTOOCYBYIOTH Dropout mrapu 3 mapameTpom
p=0.5, 3a OMOMOr0I0 IIUX TMAPiB MOKHA YHUKHYTH IMePEeHABYAHHS MOJEJI.

OryisiHyBIIM apXITEKTYPy MOJEIl B 3arajibHOMY, MOYXKHA 3POOMTH BUCHOBOK, IO Iisi
Mozesib Ma€ ba3oBy apxitektypy ResNet 3i s3roprkoBumu 6siokamu Bottleneck i mapamun
MyJIHTY, $Ki BAUKOPUCTOBYIOTH [IJIsi BUJILIEHHS O3HAK 3 BXiJHWX 300paKE€Hb, TICJIS 9O0r0
JaHI TepealoThCsd Yepe3 MOCTiIOBHICTD MOBHICTIO 3’€THAHNX IIapiB A Kaacupikarrii.

4.2. ONITUMIBAILIIA

st nocsirHeHHs Kpalux pe3yabrariB Oysio obpano koMmiuiekcHuit migxia. Coepiry
BXi/IHI JaHi mepesoopobuin Tak, Mo Ha MOMEHT IOy JaHUX HA TECTOBY Ta TPEHYBAJIbHY
BUOIpKM 300pakeHHs MaJju OJHAKOBI po3mipu, Tomi Oyio 3acrocoBano ajroputm LBP
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(Local Binary Pattern), ocHOBHa iiest SIKOTO MOJISITAE B TOMY, 110 JJIsi KOKHOTO THKCEJIst
300paxKeHHs TOPIBHIOETHCA HOr0 3HAYEHHsT 31 3HAYEHHAMHU CYCiAHIX mikcemiB. Ko
3HAYEHHs MKCcesa Oibine abo JOPiBHIOE 3HAYEHHIO CYCiAHBOIO MiKCeIs, TO B PE3yIbTYIO-
qoMy m1abs0HI BCTaHOBIIOETHCH 1, B inmomy Bumagky — 0. Ilorim mis koxkHOTO mikcesis
CTBOPIOETHCA OiHAPHUIT IIA0IO0H, 1 11l IMAOJTOHN BUKOPUCTOBYIOTH JIJI CTBOPEHHS TiCTO-
rpamu LBPH gy koxkuHOro 06’e¢kTa Ha 300parkenni. HaBemeMo, HATPUKIIAI, TiICTOIPAMY
CTBOPEHY I/, 9acC OMPAIIOBAHHS AJTOPUTMOM HAIIOTO JATACETY.

>
H

Puc. 7. T'ictorpama LBP
LBP histogram

LBPH wmoxe OyTu BuKOpWCTaHUIl i pO3mi3HaBaHHS 00’¢kTiB abo 00auvds Ha
300parKeHHsX, a TAKOXK [Jisi BUPI3aHHS O3HAK Ta OMUCY TEKCTYp. AJITOPUTM Ma€ JesKi
TepeBaru, Taki gK IHBAPiaHTHICTDH 0 OCBITJIEHHS Ta MpocTOoTa B peasizarii. Ilicias mporo
OyJ10 JOJAHO YITKOCTI 300paykeHHsIM 33 JOTOMOTOI0 MOXKIuBOCTEH Gibmiorekn openCV.

image=cv2.filter2D(image, -1, self.kernel)

BacTocyemo 10 mMozmesi onrtumizarop adam — onuwH i3 HaiiedekTHBHIMMX iCHYIOUNX
aJITOPUTMIB ONTHUMI3aIii, M0 MOETHYE imel Ta MeTOAW IHIMWX AJTOPUTMIB ONMNTUMI3allil,
Takux sk Momentum ta RMSprop, i 1omae 10 Hux Jeski BIACH] yHIKATIbHI OCOOIABOCTI.
st 3py<vHOCTI TIOALTY AaHUX Ta 30iablIeHHs e(PeKTHBHOCTI MOJE MOILIAMO JTaTaceT
Ha 6arui, po3mip Garay 3amamo 64, OyaeMO NPOXOAUTHCH B MEXKAX KO2KHOI ElOXHU caMe
o 6aTYax, M0 BBAXKAETHCS eMEKTUBHIMINM, 33Ke TaK JOCITAEMO DIIBINOI CTIHKOCTI 10
MIyMY, & TAKOXK 301/IbIITYEMO MIBUIKICTH HABYIAHHS.

5. AHAJII3 PE3YJIbTATIB

Jis moYarKy mepeBipuMO SK MPAIIOE MOJETh, 3aJaMO MIIAX 70 300payKeHHs Ta
MOMPOCUMO MEPEKY 3poduTH IepeabadeHHsl CIPABXKHE BOHO, 4u (efikoBe. 3amyCcTumo
MOJIEJTH 1 TIEPEKOHAEMOCH, 1110 BOHA, MPAIIIOE TTPABUIBLHO, OCKIIBKY 300paKeHHs HACITPABII
CIIPABIKHE.
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Prediction: REAL

ITepeBipsiemo pobOTYy MO, OOUMCITIOIYN TOYHICTh HA KOKHOMY €Talli HABUYaHHS, a
TaKOXK PE3yJIbTyI0Ue ocTaTouHe 3HadenHs. CKiJbKY BUKOPUCTAHU iHTCpyMeHT pytorch
HE JIa€ MOXKJIMBOCTI OTPHMYBATH TOTOBE 3HAYEHHSI TOYHOCTi, TO OyAeMO OOYUCTIOBATH
i1 Bpyd4Hy, HMiAPaxOBYIOUN KiJbKICTh YCIIIIHUX Pe3yJbTATiB 3 Bajimariiinol Bubipku Ha
KOXKHOMY €Talll Ta IMOJLJIMBIIY OTPUMaHe 3HAYEHHS HA 3arajibHy KiJIbKiCTh 3aIPOIIOHOBA-
HUX TECTOBUX 300pAXKEHb.

B mactiiok mpoBeieHuX JOCTIIKEHD 1 TPEHYBAaHHI MO BIAIOCS JOCATHYTH TOTHOC-
Ti 3 onTuMmizamiero 6an3sKol 10 98,5%, a 6e3 onrumiamnii 94,8%. CnocrepiraeMo moMiTHE
TIOJINIIeHHS BHACTIIOK 3aCTOCYBAHHSA ONMTHMI3aIii.

J171st OIiHKY BILJIMBY ONTHUMI3AIlil Ha MOIEb MOPiBHAEMO TpadiKu BTPAT [IJIsT MOJEI 3
onTUMi3aIfiero Ta 0e3, a TakoxK ixHi rpadiku TOIHOCTI HA KOXKHIM 3 11 enox, aKi mpoia
MOJIEJTb Y TMPOIECI TPEHYBAHHSI.

1.00 4

0.95 4

0.90 4

0.85 4

Accuracy

0.80 4

0.75 4

0.70 1

2 4 6 8 10
Epochs

Puc. 8. Bumina TogrocTi Mmomesi
Changing the model accuracy

Ha puc. 300pakeHo sk 3MmiHIOBaJIaCs TOYHICTH MO/l HA KOXKHIN HACTYMHIiH emnoci,
TOOTO MOBHOMY MPOXOJi MO 3aJaHOMY JIATACETY, 3arajoM Takux ernox Oymo 10. 3erenoro
JIiHi€I0 300parkeHo 3HAYEHHs /I MOie Tl 6e3 onTuMizaliii, a 9epBOHOIO — 3 ONITUMI3AIIi€l0.
MoskHa 3pOoOWTH BHUCHOBOK, IO ONMTHMI3allis Jaja CBOI pE3yabTaTH, Ta JOMOMOLJIA
30LIBIIUTH TOYHICTEL Ha Maiixke 4%
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Puc. 9. I'pdik Brpar
Loss schedule

Taxkuit camuit rpadik Oy/10 OOy I0BAHO 115 MOPIBHIHHSA BTPAT HA TPEHYBAHHI KOKHOI
3 Mozesielt, Ha rpadiky YepBOHOIO JIIHIEH 300pakKeHO BTPATH [IJIsT MOIEJ 3 ONTHMI3aIliio,
a 3eJ1eHoI0 — 0e3 onTuMizalii Ha KOXKHIN 3 e0X TPEHYBAHHS MOJIENi, AK DaYNMO BTpPATH
JIETT0 3HU3UINCH BHACIIOK 3aCTOCYBAHHS Pi3HAX TeXHIK onTuMisarii. PiHambHe 3HATEH-
HS BTpAT 11 Mojesi 6e3 ontumizarii cranosutsb 0,04 Ta 0,02 171 Momesnti 3 onTuMi3ari€ro,
60 Ha nepiiiit ernoci ui 3HadvenHs Oyiu CcyrTeBo BuimmMu, a came cranosusiu 0,71 Ta 0,73
JJIST MOJIeJieii 3 ONnTuMi3ariiero ta 6e3, BiImoBigHo.

6. BUCHOBKU

Or2xe, OyJI0 IPOBEIEHO AOCHIJIZKEHHSs Ta POEKTYBaHHs MoAriKaoBanol anrucity pin-
TOBOI 3rOPTKOBOI HEHPOHHOT MepexKi, sika PaKTUIHO BUPIiMIye 33139y Kaacudikarii oogud
Ha peaJibHi Ta GelKOoBi, BUMPOOYBAHO pi3Hi MeTOAM ONTUMI3allii Ta HAJAIITOBAHO 1X TaK,
MO JOCTATHYTO TOYHOCTI pobotu Mepexi 98,5%. Ile Bucoki pesynbrarTn, AKi Ja€ 3MOTyY
BBa2KaTHU MO/IEJb B/1aJI0 TOOYA0BAHOIO aAPXITEKTYPHO Ta HAJIAIITOBAHO TAaK, 110 HANOLIbIIE
CIPUSE YCHIIIHOMY HABYAHHIO Ta IIOJAJIbIIOMY BUKOPUCTAHHIO B LLIAX aBTOpU3AIil Ta
aprenTudikamnii. Taka Momenb criiika 10 crmydIiHrOBUX aTak i Ma€ 3HAYHUN MOTEHIIA.
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DEVELOPMENT AND OPTIMIZATION
OF ANTI-SPOOFING NEURAL NETWORK
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In the paper high-precision methods of building anti-spoofing convolutional neural net-
works, which provide effective recognition of artificially generated faces based on various
metrics, were considered, existing approaches to building networks that solve the men-
tioned problem were analyzed and their advantages and disadvantages were noted, the
consequences of the influence on the quality of the network of various optimizers both indi-
vidually and in combined way used were researched. On the basis of the obtained analysis,
an own anti-spoofing model was created based on a convolutional neural network, as one
of the most accurate, to achieve the desired performance efficiency and accuracy.

Key words: anti-spoofing, convolutional neural network, face recognition, accuracy.



