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Electronic Health Records (EHRs) have emerged as pivotal patient data repositories.
Which holds immense potential to revolutionize healthcare by facilitating early disease iden-
tification. Central to this transformation is the application of unsupervised anomaly detec-
tion methods. Which uniquely enables the discovery of hidden patterns and irregularities
within complex, multi-dimensional healthcare datasets. This paper presents an exhaustive
systematic review of the diverse methodologies employed in unsupervised anomaly detec-
tion, specifically targeting early disease identification within EHRs. The proposed analysis
spans many geographical regions. Which reflects a global research effort to develop univer-
sally applicable solutions in various healthcare systems. This geographic diversity under-
scores the universal relevance and adaptability of unsupervised anomaly detection methods
in healthcare. We examined various subject areas, from clinical diagnoses to administrative
processes, demonstrating these methods’ versatility. The methodologies employed in these
studies are varied and innovative, highlighting the evolving nature of the field. This diver-
sity illustrates the potential for cross-disciplinary collaboration between data scientists and
healthcare professionals. Moreover, it emphasizes the need for such fusion to address com-
plex healthcare challenges effectively. The temporal analysis reveals a dynamic research
area shaped by rapid advancements in machine learning and the increasing availability
of large-scale datasets. This review also addresses the challenges in implementing these
techniques within EHRs. for example, ensuring data privacy, maintaining data quality,
and the interpretability of machine learning models. We propose potential solutions and
areas for future research to overcome these hurdles. Moreover, we discuss integrating un-
supervised anomaly detection methods into existing healthcare practices. Furthermore,
the paper suggests future research directions, including exploring advanced techniques like
Generative Adversarial Networks (GANs) and transformer-based models. The proposed
systematic review provides comprehensive insights into the trajectory of research in un-
supervised anomaly detection within EHRs. It underscores the importance of merging
technical expertise with domain-specific knowledge. It highlights this critical field’s global
trends, subject areas, and temporal patterns. This work is instrumental for researchers and
practitioners who leverage unsupervised anomaly detection for early disease identification.

Key words: anomaly, Unsupervised, Disease, SLR, Health Record, EHR, Machine Learn-
ing, Deep Learning.

1. INTRODUCTION

As healthcare becomes increasingly data-driven, Electronic Health Records (EHR)
have emerged as a promising tool for improving patient care. These digital records
contain a wealth of information about a patient’s medical history, including diagnoses,
treatments, laboratory results, and physician’s notes. One promising application of EHRs
is the early identification of diseases, which can significantly improve patient outcomes.
This paper presents a systematic review of unsupervised anomaly detection techniques
for early disease identification in EHRs. Unsupervised anomaly detection is a type of
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machine learning that identifies patterns or outliers in data without needing prior label-
ing or categorization. In the context of EHRs, this could involve identifying patterns in
a patient’s medical history that suggest the early stages of a disease, even before it has
been formally diagnosed. Despite the significant potential of unsupervised anomaly de-
tection in EHRs for early disease identification, there are several challenges to its effective
implementation. These include data privacy and security, data quality and completeness,
the interpretability of machine learning models, and the need for validation in real-world
clinical settings. Additionally, there is a lack of a comprehensive understanding of the
various methods and their relative effectiveness, limiting their widespread adoption. The
proposed solution to the outlined problem is a systematic review of the existing literature
on unsupervised anomaly detection for early disease identification in EHRs. This review
will comprehensively summarise the current methods, their effectiveness, and their limi-
tations. It will also highlight potential solutions to the identified challenges and suggest
directions for future research. This review can guide practitioners and researchers in the
field by providing a consolidated view of the state-of-the-art. This review seeks to answer
several key research questions:

1. What are the current methods of unsupervised anomaly detection in EHRs for

disease identification?

2. How effective are these methods in identifying diseases early?
3. What are the key challenges and limitations associated with these methods?

4. What are the potential future directions for research in this area?

The motivation for this study stems from two key developments. Firstly, the advent
and proliferation of EHRs have given us an unprecedented ability to capture and store
massive amounts of medical data. Secondly, the recent progress in machine learning
techniques, mainly unsupervised learning, offers sophisticated tools for mining this data
for insights. However, there is a gap in the literature concerning the application of
unsupervised anomaly detection for disease identification in EHRs. This review aims to
fill this gap and provide a comprehensive understanding of the state-of-the-art in this
area.

2. METHODOLOGY

The methodology of this systematic review is underpinned by a structured and rigor-
ous approach to identifying, selecting, and synthesizing relevant literature. The following
subsections provide a detailed overview of the search strategy, selection criteria, data ex-
traction, and quality assessment used in this review. The search strategy was designed
to find published and unpublished studies addressing unsupervised anomaly detection in
EHRs for disease identification. A comprehensive search of several databases was con-
ducted, including PubMed, Embase, Cochrane Library, IEEE Xplore, and ACM Digital
Library. The search strategy was tailored to each database to capture as many relevant
studies as possible. Search terms included a combination of keywords and MeSH terms
related to “Unsupervised Learning”, “Anomaly Detection”, “Outlier Detection”, “Novelty
Detection”, “Disease Identification”, “Early Disease Identification”, “Pattern Recognition
in EHR”, “EHR Analysis”, “Clinical Data Analysis”, “Healthcare Big Data”, “EHR Infor-
matics”, “EHR Data Mining”.

Inclusion criteria were defined to identify relevant studies. Studies were included
if they: Focused on unsupervised anomaly detection techniques; Used EHR data; and
Aimed at early disease identification. No restrictions were placed on the publication
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date or language of the studies. After removing duplicates, two reviewers independently
screened the titles and abstracts of the studies, followed by a full-text review. Discrepan-
cies between the reviewers were resolved through discussion or involving a third reviewer.
For each included study, relevant data were extracted by the reviewers. This included
study characteristics (e.g., authors, year, country), data source and size, anomaly de-
tection methods, diseases targeted for identification, key findings, and limitations. The
extraction was conducted using a predefined data extraction form to ensure consistency.
The quality of the included studies was evaluated using an appropriate quality assessment
tool, such as the Critical Appraisal Skills Programme (CASP) Checklist or the Joanna
Briggs Institute (JBI) Checklist, depending on the study design. This assessment was
used to identify any potential biases in the studies and evaluate the results’ overall
robustness. Findings from the included studies were synthesized narratively. Due to
the expected heterogeneity in the studies, a meta-analysis was not planned. Instead, the
synthesis focused on summarizing the different unsupervised anomaly detection methods,
their application in EHRs, and their effectiveness in disease identification. Additionally,
challenges and limitations identified in the studies were collated and discussed. ABased
on weight, age, and dosage for 21 medications, their framework ide a comprehensive and
unbiased summary of the current state of research in unsupervised anomaly detection for
early disease identification in EHRs.

3. RESEARCH FINDINGS

3.1. SEMI SUPERVISED APPROACHES

Sabic et al. [1] employed the one-class support vector machine (OCSVM) for anomaly
detection to pinpoint underdose and overdose prescriptions using EHR data from Kyushu
University Hospital between 2014 and 2019. Their framework, based on weight, age, and
dosage for 21 medications, outperformed three other unsupervised algorithms. It suc-
cessfully identified 27 out of 31 clinical dosage errors, achieving an accuracy of 0.986, an
F-measure of 0.97, and a recall of 0.964. Hou et al. [61] aimed to detect mammographic
calcifications, and key breast cancer indicators using a one-class, semi-supervised deep
convolutional autoencoder. Due to limited positive samples, traditional models risk over-
fitting. Hou’s model, trained on 50,000 negative example images, detected calcifications
by comparing input to reconstructed outputs. It used a structural dissimilarity measure
for accuracy and achieved an AUROC of 0.959 and AUPRC of 0.676, the model had a
75% sensitivity.

3.2. Fuzzy SEARCH

Shi et al. [3] developed an automated data cleansing strategy for EHR data, building
a Clinical Knowledge Database using data from Flanders, Belgium. Post-cleansing, 42
variables showed a 1% reduction in missing data, nine had a decrease between 1-10%,
and one had a 13.36% drop in completeness. After cleaning, all variables exceeded 50%
of their normal range values. Seh et al. [8] investigated the impact of AT, ML, and ToT
on healthcare, noting privacy and data security concerns. They recommended an ML
framework to detect irregular end-user EHR access. A fuzzy-based Analytical Network
Process showed that the accuracy level of M4 and anomaly detection of M2 had the
highest global weights. Rijcken et al. [52] introduced FLSA-E, a topic modeling technique,
to enhance the interpretability of text categorization in EHRs. This method showed fewer
topic outliers, implying better semantic cohesion among topic words than its counterpart,
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FLSA-W. Ma et al. [51] used association rule mining on a large-scale EHR database
from 2015 to 2020 to explore illness co-occurrence patterns. Using the Apriori method,
they pinpointed 110 strongly correlated illness combinations, particularly circulatory and
metabolic disorders.

Table 1
Summary of Various Studies in Healthcare Research
References | Method Results
Sabic et al. [1] | One-class SVM for anomaly detection in | Accuracy:  0.986, Recall:
EHR data. 0.964

Hou et al. [61] | Semi-supervised deep convolutional au- | AUROC: 0.959, Sensitivity:
toencoder for mammographic calcifica- | 756%
tions.

Shi et al. [3] | Automated data cleansing for EHR data. | Reduced missing data; im-

proved data completeness.

Seh et al. [8]

ML framework for detecting irregular EHR
access.

Focused on data security.

occurrence patterns.

Rijcken et al. | Topic modeling for EHR text categoriza- | Enhanced semantic cohe-
[52] tion. sion.
Ma et al. [51] | Association rule mining for illness co- | Identified 110 illness combi-

nations.

Hushig-Muzo

Denoising Autoencoders for EHR data rep-

Simplified complex EHR

et al. [26] resentation. data analysis.

Rochner and | Unsupervised anomaly detection in cancer | Identified 28% of records as
Rothlauf [32] | EHRs. improbable.

Chen et al. | Multi-scale Attention Memory Autoen- | Accuracy: 95%

[12] coder (MAMA Net).

Ramos et al. | Unsupervised vs. supervised models for | AUC: 0.82, Fl-score: 0.65
[68] septic shock prediction.

3.3. AuTO ENCODERS

Hushig-Muzo et al. [26]: Investigated the use of Denoising Autoencoders (DAEs)
for mapping complex EHR data into two-dimensional latent representations for easier
analysis. Based on data from the University Hospital of Fuenlabrada in Spain, the study
demonstrated that DAEs could detect patterns related to various chronic conditions. The
study highlighted the potential of DAEs in simplifying complex EHR data for improved
patient care. Rochner and Rothlauf [32] utilized unsupervised anomaly detection meth-
ods (FindFPOF and autoencoders) to identify implausible EHRs in cancer registries.
Using a dataset of 21,104 EHRs, both methods identified 28% of a sample of 300 records
as improbable. While both methods showcased a specificity of 94%, the autoencoder and
FindFPOF had sensitivities of 22% and 26%, respectively. Chen et al. [12] introduced the
Multi-scale Attention Memory with hash addressing Autoencoder network (MAMA Net)
to improve anomaly detection. This new technique features a multi-scale global spatial
attention block and a hash-solving memory module. Tested on various datasets, MAMA
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Net achieved a 95% accuracy rate, outperforming other baseline approaches. Ramos
et al. [68] proposed unsupervised learning algorithms using Recurrent Autoencoders to
predict septic shock development in ICU settings. Compared to a supervised LSTM
network, the unsupervised methods showed competitive performance. An unsupervised
model employing a Variational Autoencoder (VAE) combined with Gaussian Mixture
Models achieved an AUC of 0.82 and an F1-score of 0.65, nearly matching the supervised
LSTM’s performance.

3.4. NETWORK TOPLOGY APPROACH

Santos et al. [5] designed NoHarm.ai, an open-source tool to rate outlier prescrip-
tions using a network-based unsupervised algorithm. Implemented in a large hospital, it
enhanced pharmacist performance with an F-measure of 84%. Niu et al. [42] improved
anomaly detection in EHRs with a network-based approach, outclassing traditional meth-
ods. Their technique better captures data intricacies in large-scale health systems. Li
et al. [34] introduced a semi-supervised technique using sparse EHR labels. It surpassed
other models, achieving impressive AUC values across datasets. Chew [11] applied a
transition graph method to detect anomalous blood glucose trends. Using the LIFE-
CARE dataset, this method identified anomalies that were confirmed by experts. Zhang
et al. [7] tackled medical fraud using a neural model. They addressed data imbalance and
reduced analyst burden, detecting around 71% of anomalies. Niu et al. [6] highlighted
risks in health IT using adaptive anomaly detection. Their method efficiently detected
abnormal patterns in EHRs, outperforming existing systems.

3.5. UNSUPERVISED DEEP LEARNING BASED APPROACHES

Shimauchi [2] enhanced anomaly detection using a semi-supervised approach with
GANS, achieving an improved ROC score in the Arrhythmia dataset. You et al. [9] and
Ashfaq et al. [39] leveraged unsupervised and deep learning techniques for seizure detec-
tion and CHF patient readmissions, respectively, showing significant success. Chen et
al. [28], Tomasev et al. [15], and Xu et al. [27] focused on data-driven methods, predic-
tion protocols, and NAS approaches for multimodal EHR data, providing advancements
in phenotypic theme similarities and patient outcome predictions. Bala [25], Kumaar
et al. [70], and Boussina et al. [40] underscored the potential of machine learning and
unsupervised learning in healthcare decision frameworks, intrusion detection, and clin-
ical characteristic discoveries. Alhassan et al. [62] achieved noteworthy accuracy with
the multilayer perceptron model for predicting HbAlc increase risks. Rashidian [46],
Aguiar et al. [59], and Ibrahim [4] utilized LSTM-DNN, deep learning, and ML systems
for patient classification, clustering, and clinical decision-making. Their models exhib-
ited significant success in diagnosis accuracy and adverse outcome predictions. Manne
and Kantheti [63] tested AT models on EHRs for anomaly detection, showcasing a high
accuracy rate with the RNN model. Wang et al. [58] employed LSTM AE to predict
mortality in hemodialysis patients, surpassing other models in predicting deaths within
a short period.



Ursul I.

86 ISSN 2078-5097. Bicu. JIbsis. yu-ty. Cep. npuksa. marem. ta ind. 2024. Bun. 33

Table 2

Summary of Various Studies in Healthcare Research Across Different Approaches

References Method Results
Santos et al. | Network-based unsupervised algorithm for | Enhanced pharmacist per-
[5] outlier prescriptions. formance, F-measure: 84%.

Niu et al. [42],
[6]

Network-based and adaptive anomaly de-
tection in EHRs.

Improved detection of data
intricacies and abnormal
patterns.

Li et al. [34] | Semi-supervised technique with sparse | High AUC values across
EHR labels. datasets.

Chew [11] Transition graph method for blood glucose | Identified anomalies con-
trends. firmed by experts.

Zhang et al. | Neural model for medical fraud detection. | Detected about 71% of

[7] anomalies.

Shimauchi [2]

GANs in a semi-supervised approach for
arrhythmia detection.

Improved ROC score.

You et al. [9], | Unsupervised and deep learning for seizure | Significant detection and
Ashfaq et al. | and CHF patient readmissions. prediction success.

[39]

Chen et al. | Data-driven methods, prediction proto- | Advancements in patient
[28], Tomasev | cols, and NAS for multimodal EHR data. | outcome predictions.

et al. [15], Xu

et al. [27]

Bala [25], Ku- | ML and unsupervised learning in health- | Enhanced clinical decision-

maar et al.
[70], Boussina

care frameworks.

making and characteristic
discoveries.

et al. [40]

Alhassan et | Multilayer perceptron model for HbAlc | Noteworthy accuracy.

al. [62] risk prediction.

Rogers et al. | Clustering for clinical trials and COVID- | Improved clinical decision-

[22], Ta et al. | 19 patient categorization. making.

[35]

Lutz [31], | Clustering techniques to enhance predic- | Uncovered meaningful med-

Mishra et | tions and detect clinician shifts. ical structures.

al. [53], Moy

et al. [48]

Marimuthu Personalized clustering in Remote Health | High specificity and sensitiv-

and  Vaidehi | Monitoring. ity.

[69]

Zhang et al. | Probabilistic-Mismatch Anomaly Detec- | 95% accuracy in detecting

[30] tion (PMAD) in medical data. discrepancies.

Li et al. [36] | Bayesian topic model (MixEHR) for |97% accuracy in predict-
EHRs. ing diagnostic codes and lab

tests.

Ni et al. [37] | Bayesian categorical matrix factorization | Unveiled eleven concealed

for latent disease detection. diseases.

Albers et al.
[38]

PopKLD algorithm for raw lab data repre-
sentation from EHRs.

Superior prediction of dis-
case stages.
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Table 3

Summary of Various Studies in Healthcare Research Across Different Approaches

References

Method

Results

Garriga et al.
[16], Gerasim-
iuk et al. [67]

ML models on EHRs for patient monitor-
ing, mental health crisis predictions, and
MURAL forest method.

Superior visualization and
classification accuracy.

Hu [29], Meng | Integration of varied data types with EHRs | Improved diagnostic accu-
et al. [19] for tuberculosis and patient risk measures. | racy.
Rachel and | EHR applications in rheumatology re- | Emphasized need for under-
Liao [33], | search and mortality prediction, address- | standing EHR, characteris-
Tang et | ing imbalances. tics.
al. [47]
Nagamine et | NLP and ML models for heart failure cate- | Showcased capabilities in
al. [23], Dai et | gorization, hospitalization prediction, and | patient categorization and
al. [66], Zhao | EHR data retention. prediction.
[44]
Ngata et al. | ML and DL models for anomaly detection, | Early detection, data pro-
[56], Hurst et | security vulnerabilities, and disease diag- | tection, and integration into
al. [49], Ghan- | nosis using EHRs. medical practice.
zouri et al.
[50]
Mabhler et | Dual-layer design for medical devices and | F1 scores: 79-95%, Accu-
al. [24], Col- | cascade learning for rare disease predic- | racy: 90.8%, AUC: 93.0%.
baugh et | tion.
al. [20]
Saif et al. [17], | Hybrid systems for IoT intrusion detection | Exceptional accuracy and
Lu and Xue | and hybrid model using perceptron algo- | 94% accuracy, respectively.
[45] rithms.
Buseh et al. | Identification of anomalies in propofol in- | Revealed previously unde-
[55] fusion data through traditional and ML | tected anomalies.

methods.
Chen and Yu | FIT system using an ensemble model for | AUC-ROC values:  0.885
[21] ranking medical terms in EHRs. and 0.813 for key terms and

relevant terms.

Olwendo et al.
(60]

Assessment of EHR data for computa-
tional phenotyping of diabetes in Nairobi
Hospital.

Found significant influences
of software design and data
dictionary use.

Sittig et | Addressing EHR system transition chal- | Provided six recommenda-
al. [13], | lenges and detecting height anomalies in | tions; R2: 82.2% in training,
Sparapani et | children’s EHR. 75.3% in testing.

al. [43]

Parikh et al. | Analyzing VA EHR data using CAN score | Identified  high-risk cat-
[14], Thomp- | and Methylation-based Risk Score (MRS) | egories; demonstrated

son et al. [18]

for phenotype predictions.

superiority over polygenic
scores.

Wesolowski et
al. [54], Meng,
Zhang, and
Chen [41]

Poisson Binomial-based Comorbidity dis-
covery and early warning model for chronic
diseases.

Better understanding of car-
diovascular health determi-
nants; early warning for
chronic diseases.
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3.6. CLUSTERING

Rogers et al. [22] and Ta et al. [35] leveraged EHR datasets for optimizing clinical
trials and categorizing hospitalized COVID-19 patients, respectively. Their analyses used
k-means clustering to pinpoint optimal criteria combinations and reveal patient patterns,
emphasizing data-driven improvements in clinical decisions. Lutz [31], Mishra et al. [53],
and Moy et al. [48] all applied clustering techniques to EHR data, uncovering meaning-
ful medical structures, enhancing chronic condition predictions, and detecting clinician
shifts. Their studies underscored the potential of unsupervised algorithms in health care.
Marimuthu and Vaidehi [69] introduced a personalized clustering approach for Remote
Health Monitoring, achieving high specificity and sensitivity. Meanwhile, Hackl et al. [57]
and Rusanov, Prado, and Weng [64] focused on patient subgroups within heart failure
and diabetes conditions using advanced techniques like PCA, UMAP, and LSTM au-
toencoders. These clustering methods unveiled distinct patient subgroups with unique
medical histories and management needs. Christy et al. [65] highlighted the signifi-
cance of outlier detection, proposing effective cluster-based methods that outperformed
distance-based approaches in healthcare datasets.

3.7. PROBABILISTIC APPROACHES

Zhang et al. [30] introduced the Probabilistic-Mismatch Anomaly Detection (PMAD)
to address discrepancies in medical data, with its advanced version, Topical PMAD,
achieving 95% accuracy in patient datasets. Li et al. [36] presented MixEHR, a Bayesian
topic model for EHRs that projected clinical data onto a meta-phenotype signature,
resulting in a promising 97% accuracy rate in predicting diagnostic codes and lab tests.
Ni et al. [37] unveiled latent diseases from EHRs using a categorical matrix factorization
method and Bayesian techniques, discovering eleven concealed diseases in a Chinese EHR,
dataset and introducing supportive R tools. Albers et al. [38] delved into representing
raw lab data from EHRs, introducing the PopKLD algorithm. This approach created a
comprehensive summary, proving superior in predicting disease stages and emphasizing
the significance of tailored statistical summaries based on diverse clinical contexts.

3.8. UNSUPERVISED MACHINE LEARNING

Garriga et al. [16] and Gerasimiuk et al. [67] enhanced patient monitoring using ML
models on EHRs, with the former focusing on mental health crisis predictions and the
latter introducing the MURAL forest method for diverse clinical data. Their models
displayed superior visualization and classification accuracy. Hu [29] and Meng et al.
[19] integrated varied data types with EHRs, achieving improved diagnostic accuracy
for tuberculosis and demonstrating connections between latent processes and patient
risk measures. Rachel and Liao [33] and Tang et al. [47] emphasized the potential of
EHRs for real-world rheumatology research and tackled imbalances in EHRs for mortality
prediction. Both studies underscored the need to understand EHR characteristics for
accurate results. Nagamine et al. [23], Dai et al. [66], and Zhao [44] showcased the
capabilities of NLP and ML models in categorizing heart failure patients, predicting
hospitalizations, and retaining sequential nature in EHR data. Ngata et al. [56], Hurst
et al. [49], and Ghanzouri et al. [50] demonstrated the application of ML and DL models
in anomaly detection, security vulnerabilities, and disease diagnosis using EHRs. They
highlighted the potential for early detection, data protection, and integration into medical
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practice. Habeeb et al. [10] emphasized the importance of real-time anomaly detection
in network security, suggesting a swift response to potential threats.

3.9. FUSION APPROACHES

Mabhler et al. [24] introduced a dual-layer design for securing medical devices, achiev-
ing 79-95% F1 scores in anomaly detection. Colbaugh et al. [20] applied a cascade learning
approach to predict rare diseases in EHRs, registering 90.8% accuracy and 93.0% AUC.
Saif et al. [17] and Lu and Xue [45] both targeted healthcare security; the former devel-
oped a hybrid system for IoT intrusion detection with exceptional accuracy for various
attack classes, while the latter introduced a hybrid model using perceptron algorithms
for EHR systems, achieving 94% accuracy. Buseh et al. [55] improved intravenous de-
livery safety by identifying unique anomalies in propofol infusion data through a blend
of traditional and ML methods. Their combination approach revealed anomalies previ-
ously undetected by standard methods. Lastly, Chen and Yu [21] tackled information
overload in EHRs, using the FIT system to rank medical terms through an ensemble
model. Tested against expert-annotated notes, FIT outperformed competitors, scoring
AUC-ROC values of 0.885 and 0.813 for key terms and relevant terms, respectively.

3.10. OTHERS

In a study by Olwendo, Ochieng, and Rucha [60], the suitability of EHR data for
computational phenotyping of diabetes was assessed in Nairobi Hospital. Influences of
software design and use of a data dictionary were found to be significant, contributing
50.7% and 32.3%, respectively to data usability. However, despite 82% of participants
appreciating the EHR system, 88% of the extracted data was deemed noise, question-
ing its appropriateness for diabetes computational phenotyping. Sittig, Lakhani, and
Singh [13] addressed the challenges faced by healthcare organizations transitioning be-
tween EHR systems, offering six proactive recommendations, including prioritizing com-
munication and assisting employees during transitions. Sparapani et al. [43] proposed a
novel model to detect height anomalies in children’s EHR with an impressive R2 of 82.2%
in training and 75.3% in testing. Parikh et al. [14] analyzed VA EHR data using the
CAN score to categorize high-risk Veterans, identifying 30 distinct high-risk categories.
Thompson et al. [18] introduced the Methylation-based Risk Score (MRS) for predict-
ing clinical phenotypes, demonstrating its superiority over polygenic risk scores in most
cases. Lastly, Wesolowski et al. [54] employed the Poisson Binomial-based Comorbidity
discovery (PBC) technique on a massive dataset to understand cardiovascular health de-
terminants better, while Meng, Zhang, and Chen [41] developed an early warning model
for chronic diseases using EHR.

4. ANALYSIS AND DISCUSSION

The review encompassed 300 papers, displaying diverse study designs. Some are
purely data-driven and others merge domain expertise with ML for anomaly detection
in EHRs. Post assessment, 80 papers were duplicates, 21 were reviews, and 36 were off-
topic. Grey literature accounted for 23 papers, while 5 were in non-primary languages.
Workshops contributed 40 papers, with 12 from theses and books. This left 73 pertinent
papers for analysis. We illustrated this distribution with a bar chart, labeling categories
like “Remaining”, “Duplicate”, and so forth. Each category’s paper count is atop its bar,
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as shown in figure 1. This offers a concise view of the structure of our paper collection.
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Fig. 1. Distribution of the papers in terms of study selection

The geographic distribution of the included studies showcased a global engagement
in unsupervised anomaly detection in EHRs. Studies were sourced from various regions,
including a major chunk from North America and Europe, and many publications from
Asia and beyond. This global representation signifies the universal relevance of this
research area and the need for solutions that transcend geographical boundaries. The
geographical distribution can be seen in the figure 2.

Geographical Distribution of Papers
Rést of the World

Distribution of Topic Modeling Methods for Unsupervised Anomaly Detection in EHR

China

Semi-Supervised
Deep Learning
Rule Based
Recurrent Networks
Network Topology

Hum
Europe

Methods

Unsupervised Machine Learning
Clustering India
Fusion
‘Autoencoders

Probabilistic

Others

Fig. 2. Distribution of research publications: (a) Topic-wise, (b) Geographical

In unsupervised anomaly detection within EHRs, a literature review reveals diverse
subject areas. Deep Learning has been prominent, with 12 studies utilizing neural net-
works. Unsupervised Machine Learning, which includes techniques like clustering, is
adopted in 13 studies, with clustering alone in 9. Rule-based methods are in 4 studies,
while Recurrent Networks and Network Topology methods are in 3 and 6, respectively.
Autoencoders feature in 5 studies, with Probabilistic models also in 5. Semi-supervised
techniques appear in 2 studies, HMM in 1 and other methods in 6. This distribution is
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visually summarized in a bar chart as shown in fig 2, highlighting the varied approaches
to anomaly detection in EHRs.

4.1. DISCUSSION OF I'INDINGS

The systematic literature review has provided valuable insights into the state of re-
search on unsupervised anomaly detection for early disease identification within EHR.
Despite significant advancements in this field, several notable gaps and challenges per-
sist, shedding light on areas that warrant further investigation and refinement. One of
the prominent gaps is the absence of standardized evaluation criteria and benchmark
datasets for assessing the performance of various anomaly detection methods. While
many techniques have been proposed, the lack of consistent evaluation metrics ham-
pers the comparability and reproducibility of results across studies. A standardized
framework could facilitate fair comparisons and enable researchers to identify the most
effective methods for specific disease identification tasks. The inherent characteristics of
EHRs, such as imbalanced and sparse data, pose significant challenges for unsupervised
anomaly detection. Most normal data instances can easily overshadow rare and subtle
disease patterns. Addressing this issue necessitates the development of methods that can
effectively handle imbalanced data distributions and extract meaningful insights from
sparse records, enhancing the robustness and reliability of anomaly detection systems.
As anomaly detection methods become more sophisticated, the interpretability of their
outputs becomes crucial, especially in clinical settings. Many advanced techniques, such
as deep learning models, are often viewed as black boxes, hindering their adoption by
healthcare professionals. Bridging the gap between complex methodologies and clinical
interpretability is imperative to instill trust in anomaly detection results and facilitate
their integration into real-world healthcare practices. EHRs inherently capture temporal
relationships and the evolution of disease manifestations over time. Existing unsupervised
methods often struggle to capture and leverage temporal dynamics in anomaly detection
effectively. There is a need for novel approaches to capture sequential patterns, time
lags, and temporal correlations to enhance the accuracy of early disease identification
across varying time intervals. As the volume of EHR data continues to grow, the scala-
bility of unsupervised anomaly detection methods becomes a critical concern. Efficient
processing of large-scale datasets in real-time scenarios is paramount for early disease
identification. Developing techniques that can maintain efficacy while scaling to massive
datasets and enabling real-time analysis is an essential challenge in this domain. EHRs
comprise diverse data types, including structured clinical data, unstructured textual in-
formation, and medical images. Integrating and effectively utilizing these heterogeneous
data sources in anomaly detection is a complex challenge. Methods that can seamlessly
handle and extract insights from disparate data types hold the potential to enhance the
accuracy and comprehensiveness of early disease identification significantly.

5. CONCLUSION

Our systematic review highlighted the significance of unsupervised anomaly detection
in EHRs for early disease identification. This research area combines technical and medi-
cal expertise, demanding collaboration between data scientists and healthcare profession-
als. The widespread interest in this domain showcases a global effort to tackle universal
healthcare challenges. These adaptable detection methods address various facets of EHR
data, from clinical to administrative. Over time, advancements in machine learning and



92

Ursul L.
ISSN 2078-5097. Bicu. JIbsis. yu-ty. Cep. npuksa. marem. ta ind. 2024. Bun. 33

data availability have catalyzed rapid innovation in this field. In summary, merging tech-
nological innovation with medical knowledge is pivotal for efficient anomaly detection in
EHRs. Our review provides a roadmap for future endeavors to enhance patient care and
transform healthcare delivery. In the future, we are exploring the integration of Genera-
tive Adversarial Networks and transformer-based approaches, specifically to address the
challenge of fall detection within EHR data.
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Enexrporni meamuni 3amucu (EM3) crasu Ka0YOBEMH DPENO3UTODiSMHU JAHUX -
I[EHTIB, BOJIOJIFOYN BEJIMYE3HUM TOTEHI[AJIOM JJIsi PAJAMKAJIBHOTO MMEePEeTBOPEHHS] OXOPOHU
3JI0POB’Sl NMIJISIXOM CIPUSHHS PAHHBOMY BUSIBJIEHHIO 3aXBOPIOBaHL. B IEHTpI ILOrO Te-
PETBODEHHSI € 3ACTOCYBAHHSI METO/IB HEKEPOBAHOIO BUSIBJIEHHS AHOMAJIi, siki yHIKAJIBHO
JAIOTh 3MOTY BUSBJISITH IPUXOBAaHI 3pa3KU Ta HEBiAMOBITHOCTI B CKJIaJHUX 06AraTOBUMIpHUX
nabopax gammx. Ilogamo BuuepmHME CHCTEMATHYHHE OIJIS] DPI3HEX MeTOOJIOri, ki
BHKODUCTOBYIOTH y HEKEPOBAHOMY BHSBJIEHHI aHOMAJIiH, 30CEPEIKYIOUHCH HA DAHHBLOMY
BusBJeHHI 3axBopioBanb y EM3. Ham amasni3z oxommioe Gararo reorpadiunumx perionis,
Biobpazkarouu I100a/bHI 3yCHIISA AOCHITHUKIB y po3pobii pimeHb y pi3HEHX cdepax
oxXopoHU 3710poB’sa. Ile reorpadidne pi3HOMAHITTS 3aCBiIUye YHiBepCATbHY aKTYaJIbHICTb
Ta aJANTUBHICTH METOIIB HEKEPOBAHOTO BUSIBJIEHHS aHOMAJIH y Mequnuui. Mu gociguin
pisHi mpeameTHi obsacTi, BiJ KAIHIYHHX AiarHO3iB OO0 AAMiHICTPATUBHUX MPOIECiB, e-
MOHCTPYIOYM YHIBEPCAJBHICTh IIMX METOJIB Ta IMHPOTY iX 3acTOCyBaHb. MeromoJiorii,



98

Ursul L.
ISSN 2078-5097. Bicu. JIbsis. yu-ty. Cep. npuksa. marem. ta ind. 2024. Bun. 33

BHKODHCTAHI B IHUX [JOCHi/PKEHHsX, pi3Hi Ta imHoBamiiiai, JeMOHCTPYIOTH €BOOIiHHMN
xapakTep miel ramysi. Ile pi3HOMaHITTS iMIOCTpye MOTEHIAT A MIiXKIUCIUIIIHAPHOT
criBpalli Mi>k HayKOBI[SIMH Ta, MeuIHUMHA (DAXIBIsIMU, & TAKOXK HATOJIONLYE HA HeOOXiIHOC-
Ti TAKOTO MOEIHAHHS [Js1 €(PeKTHUBHOTO BUPIIIEHHS CKJIQJHAX MEIUIYHUX BUKJIUKIB. Harm
9aCcoBHH aHAJII3 BUSBIILAE AUHAMIUHY JOCHIIHANBKY 00J1aCTh, KA (DOPMYETHCS MIBUKAMUA
MOCATHEHHSMH B TEXHIKAX MAIIWHHOIO HABYAHHS TA 3POCTAIOYOI0 JOCTYIHICTIO BEJIHKO-
MacmTabHux HAOOPIB gauHumX. OTrIsa TaKOXK BHUCBIT/IIOE BUKJIUKH, MPUTAMAHHI BIPOBa-
JPKEeHHIO nx TexHik B EM3, Taki sik 3abe3nedentst KOH(}IAeHIIHHOCT] JaHUX, TiITPUMAHHS
SKOCTi JAHUX, IHTEpIIpeTalis Mojeseil MAIIMHHOTO HAaBYaHHSA. MU IPOIOHYEMO IMOTEeHITiHHI
pimenHst Ta HanpsMu MafOyTHIX JOCJIJPKEHb JJisi MOJOJIAHHS LMX Iepemkos. Kpim
TOr0, OOTOBOPIOEMO IHTErpallifd0 MEeTOJiB HEKepOBAHOI'O BHUSBJIEHHS AHOMAaJiil B icHyroui
MeIUYHI IPAKTUKHU, BDAXOBYIOYN BUKJIMKH Ta MOXKJIUBOCTI, fKi 115 iHTErparis npegcrasise.
Ba 6inpme, nmpomoHyeMO HampsAMH MaMOyTHIX [JOCIII2KEHb, BPAXOBYIOUU JOCJIiIKEHHH
nepejoBUX TEXHIK, TAaKUX K reHeparussi 3maranbsi mepexi (GANs) ta mogeni Ha OCHOBI
Tpancdopmepis. Ili mMalibyTHI mepCcneKTHBH € BajKJIWBUMH I MIPOCYBAHHS Tajy3i Ta
MakcuMizanii norenmniany EM3 y nokpamensi gormany 3a namieETamu. HaBomsdu Bumaj-
KOBi JIOCJII/PDKEHHsI Ta MPUKJIAAU 3 PO3IJISHYTOl JIiTepaTypu, MU LJIOCTPYEMO MPAKTUYHE
3aCTOCYBAaHHS Ta PE3yJLTATH X METO/IB ¥ PEATHLHUX YMOBaX. 3aIPOIOHOBAHUN CHCTEMA-
TUYHUHN OTJIsij] HAaJA€ KOMILJIEKCHUHN OIJIsij] TPAEKTOPIl JOCJi/PKEeHb y raJy3i HEeKepOBAaHOIO
BuABJIeHHA aHoMauiil y EM3. Bin Harosonye Ha BaXX/IUBOCTI ITOEJHAHHS TEXHIYHOI €KCIep-
Tu3u 3i cnenudivHuMy 3HAHEAME y Oill KpUTHYHIH raaysi, BUCBITII0I049H ri100aJIbHI TEeHIeH-
wit, mpeameTtHi obstacti Ta yacosi mogeni. Ilst mpars € iIHCTPYMEHTAJIBHOO JJIs TOCIi THUKIB
i IpaKTHKIB, Ki IPAarHyTh BUKOPUCTOBYBATU HEKEPOBAaHE BUSBJICHHS aHOMAJiil I paH-
HBOT'O BUSIBJIEHHsI 3aXBOPIOBAaHb, 3HAYHO MOJIMIIYIOYU OS] 33 MAIIEHTAMM Ta 3arajbHi
CHCTEMH OXOPOHHU 3I0pPOB’.

Karow06i cao6a: aHOMaJlisl, HEKEPOBAHUN CIMOCIO BH3HAYEHHS, 3aXBOPIOBAHHS, CUCTEMHUN
orJisij] JiiTeparypu, MEIWYHI 3alUCH, €JIEKTPOHHO-MEJMYH] 3aIUCH, MAlIMHHE HABYAHHSI,
rinbOKe HaBYAHHS.



