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The article highlights the peculiarities of the source base of neural network modeling research,
which consists of the differentiation of the modern concept of ‘source’, as well as transformational changes
in the functional role of the latter in modern (in particular, humanitarian and linguistic) research. The author
emphasizes the productivity of dividing the above-mentioned base into: a) legal documents (the Constitution
of Ukraine, laws, orders, regulations, concepts), which allow to identify the core principles of regulation of the
analyzed issues and its specific features; b) analytical and reporting documents (reports, plans, etc.), which are
representative of the formal indicators of achievement of certain tasks, deadlines, compliance with the work
algorithm, etc; c) mass media (Internet platforms, portals, social networks, scientific blogs, websites, telegram
channels, etc.) that illustrate socio-cultural changes in the linguistic landscape and can be productive for studying
various regional changes (languages of national minorities, studies of certain age groups, etc.) and comprehending
changes in the linguistic polysystem, contributing to a deeper understanding of the correlation between the
components of the problem under study; d) artificial neural networks (ChatGPT (3.5 and 4), DALL E2, Gemini,
LeiaPix, Narakeet, Pika, Runway, Sora, etc.) — a controversial group of sources, which is produced by the dual
nature of the latter: they are both a tool and a source of research on neural network modeling of linguistic units;
by their nature, they are one of the most representative types, since their actualization produces the practical
implementation of certain hypotheses of the researcher with the comprehension of the proper parameterization
of their functioning. Thus, the actualization of a diverse range of sources produces objectivity and completeness
of modern humanitarian (in particular, linguistic) research, allowing a comprehensive analysis of the studied
issues and ensuring the reproducibility, knowledge intensity, modernity, etc. of the scientific work carried out.
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Statement of the problem in general terms and its connection with important
scientific or practical tasks. Today, the dynamics of digitalization processes have become
exponential, the essence of which is the widespread use of the latest technologies (from
recommendations to YouTube videos to predicting the success of surgical interventions),
which naturally has affected scientific activity. Thus, the approach to conducting certain
humanities research has changed, more and more integrated, interdisciplinary, etc. works
have appeared, and the integration of the mathematical paradigm into humanities research
has become unprecedented. In particular, modern scientific research (including linguistic
research) is increasingly moving away from professional limitations, acquiring the char-
acteristics of digital humanities.

The above has undoubtedly influenced the dynamics, topics, structure, methodol-
ogy (including tools), etc. of such humanitarian (including linguistic) studies, while em-
phasizing the immutability of the basis for their actualization. We are talking about the
historiography and sources of a particular study, which have become increasingly impor-
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tant in the context of digitalization processes. Thus, based on the specifics of this study, we
will take a closer look at the sources, since they represent the analyzed issues and become
its cornerstone.

We are referring to the transformational changes that have taken place in the specifics
and role of the above-mentioned concepts in the context of constructing a particular study.
Undoubtedly, they (historiography and sources) have remained important, but in line with
current trends in the analysis, processing, representation, etc. of scientific data (let us recall
data science, scientometrics, etc.), the date of publication of a particular study has become
the pivotal one. Accordingly, if it was published recently and analyzes the relevant trends in
the development of digitalization tools for linguistic research, its relevance will be higher
than that of the same study published five or ten years ago. This is because the latter will
no longer be representative of the current state of the above-mentioned problem but of the
originality of its genesis and changes in the understanding of the role of the latter.

At the same time, the above-mentioned digitalization processes are unstable, which
naturally affects the actualization of certain innovative practices. First of all, we are talk-
ing about artificial neural networks and neural network modeling of linguistic units, which
is made possible by their work. This instability produces a parallelism in the functioning
of traditional sources of data acquisition, processing, analysis, and generation with a rather
rare actualization of their innovative counterparts. In the above context, neural network
modeling should be positioned as a manifestation of such processes, which allows opti-
mizing modern linguistic research. It is noteworthy that they (these studies) are mostly
focused on natural language processing (NLP): the latter, in turn, correlates with linguistic
analysis in the broadest sense, which is based on the source base mentioned above. We are
talking about the actualization of the range from syntactic localization to machine transla-
tion and text generation by neural network models [30], which is why it is important to
study the source base of neural network modeling of linguistic units.

Analysis of recent research and publications that have initiated the solution of
this problem and on which the author relies. Thus, the problem of the originality of the
role of the source base for the study of neural network modeling of linguistic units is quite
complex formally (the variety of types, types, etc. of sources and the specifics of the stages
of actualization in modern linguistic research) and functionally (we are talking about the role,
selection, ranking by importance, etc. related to predictive power: architecture, type, features
of the layers of the neural network model, etc.). The above naturally leads to the multiplicity of
studies of the issues under consideration, producing a multi-interpretation of the presentation
of such a source base. Therefore, the main feature of the source base of the study of neural
network modeling of linguistic units is its discursive nature, which is the specificity of the
analyzed problem. The latter is related to the need for a specific actualization of the studied
issue of linguistic analysis, taking into account machine and deep learning, data science, etc.

The specifics of the evaluation of recurrent neural networks (RNNs) in the context of
the functioning of edge intelligence applications and human activity recognition are studied by
V. Lalapura et al. [25]. In the analyzed research, the authors study the architecture features and
efficiency of edge-intelligent RNNs (EI-RNNs) to achieve higher performance. Scientists note
that they have evaluated and optimized six different recurrent units, viz: Vanilla RNNs, Long
Short-Term Memory (LSTM) units, Gated Recurrent Units (GRUs), Fast Gated Recurrent
Neural Networks (FGRNNSs), Fast Recurrent Neural Networks (FRNNs), and Unitary Gated
Recurrent Neural Networks (UGRNNS) on eight publicly available time series of recognition
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data. The researchers found the relevance of efficient training (dataset processing and
preprocessing procedures, hyperparameter tuning, etc.) and appropriate compression methods
(e.g., low-rank parameterization and interactive clipping) that correlate with optimizing the
performance of an artificial neural network model in the context of RNN memory usage.

The study of text sentiment analysis as a component of NLP is highlighted in the
research of W. Yu et al. [26], in which the authors analyze quantum machine learning
models (in particular, the originality of using the property of qubit superposition to increase
the expressiveness of the model and achieve faster computation compared to classical
systems) of South Asian languages (for example, Bengali), which are characterized by
flexible word order and high inflectional capacity. The scientists see the solution to the
analyzed problem in the use of a quantum-classical neural network model with a hybrid
structure developed by them. It is about updating a pre-trained multilingual Bidirectional
Encoder Representations from Transformers (BERT) model for word vectorization with
Batched Upload Quantum Recurrent Neural Network (BUQRNN) and Parameter Non-
shared Batched Upload Quantum Recurrent Neural Network (PN-BUQRNN) as models
for feature extraction and further sentiment analysis in Bengali.

The problem of human speech recognition by artificial neural networks was studied
by C. Brodbeck, T. Hannagan, J. Magnuson [27], where the authors assert the performance
of RNNs for such activities. The latter, according to the scientists, receives input data
block by block and can imitate several core behavioral features of human speech, but they
doubt the ability of RNNs to take into account the dynamics of such speech (actually,
neural processing). The researchers emphasize that the internal dynamics of the long short-
term memory (LSTM) of RNNs trained to recognize speech from auditory spectrograms
predict the responses of human neurons to the same incentives, even though they do not
depend on auditory features. The authors note that variations in the RNN architecture are
motivated by cognitive principles that improve this predictive ability more. Moreover,
the different components of hierarchical RNNs predict individual components of the
brain’s responses to speech in an anatomically structured way, suggesting that such neural
networks reproduce the hierarchy of speech recognition in the brain.

The dissertation of Bulgarian researcher T. Mihaylov [28] is devoted to the
peculiarities of machine reading comprehension, a task of understanding a language poly
system, in which an artificial neural network has to read a certain passage of text and, as a
rule, answer control questions about its content. In the analyzed study, the author explores
ways to solve the problem of machine reading comprehension based on an anthropocentric
approach, which is characterized by a human assessment of reading comprehension tasks.
This is about updating background knowledge, common sense, language skills, and, in fact,
understanding, sequence, and logic of data presentation in the text, etc. The scientist notes
that, in contrast to the above, existing updated neural network approaches to solving the
problem are focused on training end-to-end systems based on annotated data that correspond
to a local task and are not suitable for generalization, concluding certain trends, etc.

The researcher emphasizes that his study updates the above-mentioned
anthropological approach using knowledge from various linguistic tasks, which, in turn,
is incorporated into the artificial neural network model under development. The latter,
according to the author, should integrate external common sense knowledge encoded in
the form of key-value memory. The scientist argues that this approach allows us to go
beyond the document-query system or discrete features, emphasizing several external
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knowledge in the work of the artificial neural network model and combining them with
a representation of the context before generating the result. This approach, according to
the researcher, is productive in attracting knowledge from an external data source that is
explicit in the textual array, but which is relevant to the formation of the result.

In addition, T. Mihaylov studied the dynamics of transferring linguistic knowledge from
low-level tasks in the reading comprehension system using neural representations. According
to the author, the data transferred in this way, subject to prior training on linguistic tasks, is
productively adapted and combined to improve the machine reading process at an early stage
of training and during training with small portions of data. In addition, the researcher proposes
to update the structured linguistic annotations as the basis for a discourse-aware semantic self-
attention coder, which the researcher used for narrative texts. This approach has also been
productive in isolating the connections between discourse units, events, and their arguments,
and references that relate to each other, updating the existing annotation tools.

The research on the problem of automated essay evaluation is devoted to the study
of J. Lohmann et al. [29] in which the authors note the productivity of using hybrid neural
network models. The scientists explain the representativeness of the latter by the fact that
their structure combines functional engineering and powerful tools of deep neural networks
(DNNSs), which ensures speed and quality of work. The researchers conducted a series of
experiments using three variants of neural network models that update different input data:
a) models based on linguistic features, b) models that use contextual inserts at the essay
level from the distilled version of the pre-trained BERT transformer (DistilBERT), and
¢) a hybrid model where both types of features are updated. The results show that model A
outperforms model B, but both are outperformed by model C.

Thus, the analysis of the historiography on the originality of the role of the source
base for the study of neural network modeling of linguistic units has shown the fragmentary
nature of information presentation. Thus, despite the existence of several studies on certain
aspects of the problem, no study would cover the specifics of the source base not from the
standpoint of updated materials (in fact, the basis for neural network modeling), but rather
in terms of organization, methodology, certain aspects of updating, etc. That is why this
study aims to fill the existing gap, namely, to highlight the peculiarities of updating the
source base of the study of neural network modeling of linguistic units.

Identification of previously unresolved parts of the general problem to which
this article is devoted. The aforementioned formulation of the problem and the analysis
of recent studies have shown the relevance of the issue under consideration, which is also
determined by a certain blurring of the category and conceptual apparatus. Thus, most
source studies position the term “source” as a certain construct reflecting the genesis of
human society, i.e., everything created in the process of human activity and representing
information about the analyzed issue. That is why the lack of specificity in understanding the
concept of source produces several unresolved and unexplained parts of the general problem
of the source base of modern humanities research (in particular, linguistic research).

The point is that for classical linguistics research, such a problem simply does
not exist, since everything is regulated, while for research in the context of the digital
humanities, the problem becomes significant. For example, the study of neural network
modeling of language unit recognition is based on the digital humanities approach. Thus,
the structure, methodology, and experiments of such a study are built not only within
the framework of the conventional areas (applied, computer, etc. linguistics) but also
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within, for example, data science, computational linguistics, etc. In turn, the above causes
several fluctuations in the conceptual system, within which we believe it is necessary to
reconsider the basis of modern scientific humanitarian research (in particular, linguistic
research), which is, in fact, the unresolved and unexplained part of the analyzed problem.

Formation of the article’s objectives (statement of the task). The purpose of the
article is to consider the originality of the source base of modern scientific humanitarian
research. The subject is the specificity of such a base in the context of neural network
modeling as an innovative tool of linguistic science.

Presentation of the main research material with full justification of the scientific
results obtained. The above naturally allows us to position the source base of neural network
modeling research as a basis for highlighting and analyzing the transformational changes in
modern linguistic research. The latter carried out within the framework of the digital humanities
(applied, computer, computational, etc. linguistics), are characterized by the understanding
of words, phrases, sentences, paragraphs, texts, etc. as, first of all, data sets, the analysis,
processing, representation, etc. of the results of which is carried out within the framework of
data science or similar sciences. This approach is productive because it is representative of the
pragmatic foundations of linguistic analysis in terms of information processing as its basis. At
the same time, within the framework of this approach, the specified source base plays a special
role as a cornerstone of neural network modeling of linguistic units. Thus, to study its features
in different discourses (in particular, political Internet discourse), we have actualized a wide
array of sources, which are divided into the following groups:

1. Legal documents (LDs) are a group of documents (the Constitution of Ukraine,
laws, orders, regulations, concepts, etc.) that are representative of the originality of the
legal framework for the existence of digitalization processes in general (in particular, the
innovative tools of modern scientific (including humanities and linguistic) research). This
group is characterized by the following features: a) hierarchy: produced by the different
status or importance of a particular type of source, consistency in terms of levels of influence,
within which one document has a higher status or area of influence than another: thus, there
may be documents that are valid only in a certain territory (for example, in the Autonomous
Republic of Crimea or Europe), etc; b) openness or accessibility: represented by the nature
of the legal framework, which is freely available on several official resources (for example,
the regulatory bulletin “Vidomosti Verkhovna Rada of Ukraine”, the portal of the Verkhovna
Rada of Ukraine, etc.); ¢) temporal dynamics of changes: expressed in the systematic
updating of the legal framework (amendments to laws, their expiration, etc.).

Therefore, the legal basis for the functioning and actualization of digitalization
processes in our country is naturally determined by the provisions of the Constitution
of Ukraine [3], several laws regulating certain aspects of related (the Law of
Ukraine “On Ensuring the Functioning of the Ukrainian Language as the State
Language” [7]) and information (the Laws of Ukraine “On Information” [11], “On
Electronic Communications” [6], “On Protection of Information in Information and
Telecommunication Systems” [9], “On Protection of Personal Data” [10] and “On
Media” [12]) activities. Several regulatory documents relating to the functioning, work
plan, and reporting of the Ministry of Digital Transformation of Ukraine can be separately
distinguished (for example, “The Regulation on the Ministry of Digital Transformation
of Ukraine” [5], “The Report on the Implementation of the Work Plan of the Ministry of
Digital Transformation of Ukraine for 2023 [2]).
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Naturally related to the activities of the relevant Ministry are several legal acts
that regulate general issues of digitalization in Ukraine (some orders of the Cabinet of
Ministers of Ukraine: “Some Issues of Digital Transformation” [1], “On Approval of the
Action Plan for the Implementation of the Concept of Artificial Intelligence Development
in Ukraine for 2021-2024” [8], “On Approval of the Concept of Artificial Intelligence
Development in Ukraine” [15], “On Approval of the Concept for the Development of
Digital Competencies and Approval of the Action Plan for its Implementation” [13], “On
Approval of the Concept for the Development of the Digital Economy and Society of
Ukraine for 2018-2020 and Approval of the Action Plan for its Implementation” [14], etc.)
and Europe (“The Digital Europe Program” [24]).

We emphasize that the above-mentioned legal framework contains the main
documents and is representative of the implementation of institutional reforms and
ensuring the development of digitalization processes, the Ukrainian language as the
state language, and scientific activity in general. Thus, the analysis of the above laws,
regulations, concepts, orders, etc. has shown the relevant trends in the legal development
of the Ukrainian state and has outlined the legal context for the use of artificial neural
networks (in particular, neural network modeling of linguistic units). In addition, the
actualization of this type of source is representative of the degree of compliance of the
aforementioned context with international standards and norms, which made it possible to
speak about the prospects for the development of this area.

2. Analytical and reporting documents (ARDs) are the core for mastering the
specifics, transformational changes, etc. of modern linguistic research (in particular, neural
network modeling of linguistic units). This group includes: a) statistical data: indicators
of the implementation of a particular study, research topic, grant, etc., illustrations of the
above, which are produced by the authors in the process of testing, practical implementation
of certain hypotheses; b) analytical reviews, plans, reports, etc. — a cyclically created
group of documents that represents formal indicators of the effectiveness of work (in
particular, scientific) within the forms mentioned in paragraph A (for example, the report
on the implementation of the plan [4] of the Ministry of Digital Transformation of Ukraine
for 2023 [2], scientometric indicators of a researcher’s activity, success in meeting the
deadlines for the planned stage of research, etc.), are differentiated by their nature (can be
in the form of tables, texts, graphs, diagrams, etc;) ¢) the results several scientific studies,
represented by an integrated historiography of neural network modeling of linguistic units,
which highlights certain aspects of the problem under study.

3. Mass media is a group representative of the realities of modern discourse
(in particular, Internet discourse): its actualization allows us to track new trends in the
information space, record several sociocultural phenomena (for example, neologization),
etc. with the identification of possible correlations with the functioning of scientific
innovation trends. In the context of studying neural network modeling of linguistic units, it
is advisable to use Internet platforms (for example, the project of the Ministry of Education
and Science of Ukraine — “Science and Business” (https://goo.su/wBSzKnR), etc.), portals
(for example, “Verkhovna Rada of Ukraine” (https://goo.su/NlaiM), “Government Portal”
(https://goo.su/iHycV)), social networks (for example, Facebook, X, BlueSky, etc.),
scientific blogs (from some blogs on Google’s Blogger to: IFL SCIENCE (https://goo.
su/VAZSMUO), Nautilus (https://goo.su/Kw906i), PLOS (https://goo.su/58mc2UB), and
others), websites (for example, KUNST (https://goo.su/nvPr), “My Science” (https://goo.
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su/00cHu), etc.), telegram channels (for example, “Laboratory Mouse” (https://goo.su/
d111), “Neural Networks UA: IT, Technology, AI” (https://goo.su/dx26dU7), etc.) and
others that publish (or broadcast online) news, analytical studies, interviews, etc.

The specificity of the above group of documents is the relevance of the data
presented in them (promptness of information provision), the variety of its types (text,
audio, video, photo, or integration of different formats in one product or on one resource),
quality and reliability of information (first of all, we are talking about media that are
parametrically consistent with the definition given in the relevant Law of Ukraine [12])
and influence on public opinion (popularization of certain ideas, trends or, conversely,
devaluation of prevailing trends and tendencies).

4. Artificial neural networks (ANNs) are a controversial group of sources because,
on the one hand, they are tools for work, and, on the other hand, they are a source in their
own right. This is because, in the case of neural network modeling of linguistic units, it
is the peculiarities of their operation and work with them that become the cornerstone of
modern linguistic research. In a certain sense, this type is the most informative of all, since
it is thanks to their actualization that the researcher can study the specifics of the latter’s
actualization (data generation: ChatGPT (3.5 and 4) [16]; Gemini [18]), specific learning
principles (machine learning: ChatGPT (3.5 and 4) [16], DALL E2 [17], Gemini [18],
LeiaPix [19], Narakeet [20], Pika [21], Runway [22], Sora [23], etc.), correlation of the
above results and their algorithm [ChatGPT (3.5 and 4) [16], DALL E2 [17], Gemini [18],
LeiaPix [19], Narakeet [20], Pika [21], Runway [22], Sora [23], etc.), which are indicative
in the context of the problem under study. The latter is because it is when using artificial
neural networks, choosing a specific combination of layers within them, selecting
an original training sample for their training, etc. that a researcher comes to certain
conclusions, testing his or her scientific hypotheses.

It is noteworthy that artificial neural networks are fundamentally and functionally
open as a source of research on neural network modeling of linguistic units. Thus, the above-
mentioned productivity of using recurrent, graph, etc. neural networks for linguistic research
is noted, and large linguistic models (LLMs) are also commonly used, but this does not mean
that this approach is productive. The point is to individualize the proper tools of modern
humanitarian (in particular, linguistic) research, which is produced by the development of
technologies that are the basis of neural network modeling. This results in constant transforma-
tional changes that produce the necessary flexibility: if one tool is productive today, tomorrow
it may not be very successful for a particular task. The latter is evidenced by the emergence in
February 2024 of the Sora neural network model [23], which is ostensibly designed for ani-
mating images and creating high-quality videos, but whose algorithm for working with textual
input deserves the attention of modern linguists. In turn, this situation shapes the understanding
of the tools of modern (primarily humanitarian) research as an unstable set of tools.

Naturally, the above leads to a certain blurring of the boundaries between the prop-
er tools of modern humanitarian (in particular, linguistic) research, its historiography (the
specifics of the data corpora involved), and the source base (in fact, we are talking about a
certain uncertainty of the latter), which is well illustrated by artificial neural networks as a
means and source of research data), as well as subject correlation (the increasing degree of
integration of the mathematical paradigm into specifically humanitarian research produces
an increasingly thin line between humanitarian and technical research, as evidenced by the
emergence of computational linguistics, etc.) Instead, a modern researcher (regardless of
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his or her specialty) needs to constantly update and improve existing knowledge, skills,
and abilities (for example, media literacy, data analysis, cybersecurity, etc.) by tracking
current trends in working with artificial intelligence (from software (from browser exten-
sions to several smartphone applications) to hardware) and actualizing such knowledge in
integrated humanities research within the digital humanities.

Conclusions from this research and prospects for further research in this
area. Thus, the problem of the source base of the study of neural network modeling of
linguistic units lies in the differentiation of the modern concept of ‘source’, as well as in
the transformational changes in the functional role of the latter in modern (in particular,
humanitarian and linguistic) research. The sources of such works should be divided into:
a) legal documents (the Constitution of Ukraine, laws, orders, regulations, concepts),
which allow us to identify the core principles of regulation of the analyzed issues and its
specific features; b) analytical and reporting documents (reports, plans, etc.), which are
representative of the formal indicators of achievement of certain tasks, deadlines, compliance
with the work algorithm, etc; ¢) mass media (Internet platforms, portals, social networks,
scientific blogs, websites, telegram channels, etc.) that illustrate socio-cultural changes in the
linguistic landscape and can be productive for studying various regional changes (languages
of national minorities, studies of certain age groups, etc.) and comprehending changes in the
linguistic poly system, contributing to a deeper understanding of the correlation between the
components of the problem under study; d) artificial neural networks (ChatGPT (3.5 and 4),
DALL E2, Gemini, LeiaPix, Narakeet, Pika, Runway, Sora, etc.) — a controversial group of
sources, which is produced by the dual nature of the latter: they are both a tool and a source
of research on neural network modeling of linguistic units; by their nature, they are one of the
most representative types, since their actualization produces the practical implementation of
certain hypotheses of the researcher with the comprehension of the proper parameterization
of their functioning. Thus, the actualization of a diverse range of sources produces objectivity
and completeness of modern humanitarian (in particular, linguistic) research, allowing for
a comprehensive analysis of the studied issues and ensuring reproducibility, knowledge
intensity, modernity, etc. of the scientific work.
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VY crarTi BUCBITIEHO OCOOIMBOCTI JKEPEIbHOI 0a3y OCIIDKSHHS HeHPOMEPEKeBOTO MOJICIIIOBAHHS,
sIKe TIoJIATae y T epeHniiioBaHOCT CydacHOro MOHATTS ‘JpKeperna’, a TaKoK TpaHC(hopManiifHuX 3MiHaX (yHK-
LiIfHOT PO OCTAaHHBOTO B CyYacHHX (30KpeMa, T'yMaHITapHUX Ta JIHIBICTHYHHUX) JociiukeHHsx. [Tinkpecite-
HO TIPOIYKTHBHICTh PO3JIJICHHS BUIlle3a3HaueHOT 0a3u Ha: a) HopmamueHo-npasosi dokymernmu (KOHCTHTYIIisE
VYkpainu, 3aKOHH, HAKa3H, HOJIOXKEHHs, KOHIEILT), sIKi JJO3BOJISIFOTh BHOKPEMUTH CTPH)KHEBI IPHHIUIH Pery-
JIFOBAHHSI aHAJI30BaHOT ITpobiieMaTuky Ta 1i crietudivni pucH; 0) anarimuuno-36imui OoKymenmu (3BiTH, TIIAHA
TOIIIO), [0 PEIPE3CHTATHBHI 111010 (POPMAaIBbHHIX MOKA3HUKIB JOCATHEHHS TUX YU THX 3aBJIaHb, TEPMiHIB BUKO-
HaHHS, JIOTPUMAHHS aJITOPUTMY POOOTH 1 TAKOTO 1HIIOrO; B) Macmedia (iHTEpHET-IaTGOpMHU, HOPTAIIH, COLli-
aJbHI Mepexi, HayKoBi OJI0TH, BeOcaiiTH, TenerpaM-KaHalu TOIIO), SIKi YHAOUHIOIOT COLIOKYJIBTYPHI 3MiHH MOB-
Horo JanamadTy # MOXKXyTh OyTH NPOAYKTUBHUMHM JUISl JTOCIIJKEHHS Pi3HOMAHITHUX PEriOHaJIbHUX 3MiH (MOB
HalllOHAJIbHUX MEHIIMH, JJOCIIPKEHHS [IEBHUX BIKOBHX IPYI Ta HIIKMX) Ta OCSITHEHHS 3MiH MOBHOT MOJIiCHCTe-
MH, CHPHSIOYH IHONIOMY PO3YMIHHIO KOPEJISILil MK CKIIaIHHKaMH JOCIIPKYBAHOT IPOOIEMATHKHY; T) wmyuni
neuponni mepedxci (ChatGPT (3.5 ta 4), DALL E2, Gemini, LeiaPix, Narakeet, Pika, Runway, Sora Tomo) — muc-
KyciifHa rpymna JpKepel, Mo IPOAyKOBaHO JyalIbHOIO IPUPOJIOI0 OCTaHHIX: BOHH BHCTYIAIOTh OJpa3sy i iHCTpy-
MEHTOM, H JDKEPEeNIOM JOCIIDKeHHSI HePOMEepeKEeBOro MOJETIOBAHHSI MOBHUX OJMHHUIIb; 3a CBOEIO PHPOIOI0
€ OHUM 3 Halpenpe3eHTUBHIMNX BU/IB, OCKUIBKHA IX aKTyai3awis MPOAYyKye MPaKTHYHE BTUICHHS TUX YH THX
aKTyaJli3awist pi3HOMaHITHOTO CIIEKTPa JUKepeII IIPOAYKY€e 00’ €KTUBHICTh Ta IIOBHOTY Cy4acCHOTO T'yMaHITapHOTO
(30Kpema, JTIHTBICTHYHOTO) 1OCIIIDKSHHS, JO3BOJITIOUH KOMILUICKCHO IIPOAHaIi3yBaTH JOCIIPKYBaHy IpooieMa-
THKY if 3a0e311e4nTH BiATBOPIOBAHICTh, HAYKOEMHICTb, Cy4acHICTh TOIIO IIPOBEIEHOI HayKOBOT pOOOTH.
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