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Transformer-based models have demonstrated their effectiveness for natural language
processing tasks. Training these models requires huge amounts of textual data. The creation of a
high-quality dataset demands substantial resources dedicated to the collection, processing, and
annotation of data. Also, building a large dataset for less commonly used languages or domains
presents a significant challenge due to the inadequacy of available information for forming a
comprehensive dataset. Data augmentation is one of the approaches to generating synthetic
information, which helps increase the initial dataset size and enhance model performance.

The main goal of this article is to explore the possibilities of using data augmentation to enhance
the capabilities of popular transformer-based models: BERT, ALBERT, DistilBERT, and
RoBERTa. The study used one of the most popular datasets for named entity recognition research
- CoNLL 2003. During the experiments, reduced versions of the initial dataset were created: down
to 20%, 10%, and 5%, with different approaches to sentence selection in these datasets. Word-level
augmenters were used for data augmentation: antonym augmentation, synonym augmentation, and
word embeddings and their combinations. The experiments were conducted on identical equipment
to obtain comparable results. The evaluation of results is based on the F1 score. The results
demonstrated the effectiveness of data augmentation for small datasets, where significant
improvements were achieved. With larger datasets, the impact of augmentation decreases.

Keywords: named entity recognition, natural language processing, augmentation, BERT,
ALBERT, DistilBERT, RoBERTa.

Introduction.

During the last decade, the amount of information has increased dramatically. A significant
amount of this information is texts: books, articles, news, and social media messages. As an area
of research, Natural Language Processing (NLP) has growing challenges in processing this
amount of data and extracting valuable information. Named Entity Recognition (NER) is one of
the key tasks aiming to understand texts and extract specific categories of information like person
names, locations, organization, date and time, etc. As noted in [1,2], NER is one of the
fundamental sub-tasks for multiple NLP tasks like text understanding, translation, text
summarization, etc. Hence, the effective extraction of named entities provides clues for more
effective text understanding and processing.

The approaches to NER have evolved significantly through the last decades. Based on
[1-4] hundreds of different approaches were introduced from simple rule-based approaches up
to the current state-of-the-art models based on neural networks and transformers architecture.
The first NER models utilized rule-based approaches, unsupervised learning, feature-based
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supervised learning approaches, and the most recent trends with deep learning approaches.
Vaswani et al. [5] introduced a new model, named Transformer. One of the key benefits of the
new architecture is — the self-attention mechanism, which gives the possibility for the model to
extract complex patterns from huge text corpora without supervision. Moreover, the new
architecture shows the great possibility for parallelization during the training and prediction
process. Based on transformers, BERT (bi-directional transformers for language understanding)
was introduced and showed new state-of-the-art results for multiple tasks in the NLP area [6].
Despite such great results, the BERT model is undertrained, and building more effective
transformer-based models is a very important direction of the research. As a result, models
RoBERTa [7], DistilBERT [8], and ALBERT [9] were introduced, mostly, with minor
differences and the goal of improving BERT. Each of them has its advantages and disadvantages
like complexity, time required to train, size of the initial dataset, etc.

Despite the advantages of these models, for effective training and fine-tuning, they require
a large amount of data to effectively solve specific tasks. As noted in [10,11], fine-tuning of the
Large Language models can impact on model performance. The current state of research and
practical implementation of NER significantly depends on the quality of the datasets, especially
for specialized domains and languages with a limited amount of text information and high-
quality datasets available. On the other hand, building high-quality datasets for NER could be
costly and time-intensive way, especially in fast-changing environments like social networks.
Thus, approaches, which allow to spend less resources to build datasets could be very useful.
One of the approaches is to extend the dataset by synthetic, context-dependent data.

Data augmentation (DA) presents a promising solution for the artificial creation of synthetic
data based on prior knowledge about the problem domain, limited labeled data, etc [12, 13]. Data
augmentation helps to extend a dataset and increase its diversity without extending it with new
data. Approaches to augment data could differ between areas of research and domain area but
could be grouped based on the scope of application: character level, word level, sentence level,
and document level [14,15]. Hence, choosing appropriate methods could be a challenging
problem — the effect could be negative in some cases [16,17]. Despite the rising popularity of
DA usage in the NLP area, this area of research doesn’t have enough attention.

The scope of this paper is to research the influence of different data augmentation
approaches on transformer-based models BERT, ROBERTa, ALBERT, and DistilBERT.

Methods and materials.

During this research, the CoNLL 2003 [18] dataset was used. Despite this dataset is quite
old, it is commonly used and gives a good base for comparison with other studies. This dataset
is rich in named entities and makes a good fit for this research. Table 1 contains information
about the dataset. The purpose of this paper is to shed light on how data augmentations impact
on performance of transformer-based models with a limited amount of labeled data extended
with synthetic augmented data. To accomplish this goal, Table 2 demonstrates 6 different subsets
of the initial train dataset, which was used. Validation and test parts of the datasets were used
without any changes.
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Table 1. Information about used datasets.

CoNLL 2003 dataset, English
Sentences | Tokens LOC MISC | ORG PER
Training set 14,041 203,621 7,140 3,438 6,321 6,600
Validation set 3,250 51,362 1,837 922 1,341 1,842
Test set 3,453 46,435 1,668 702 1,661 1,617

Table 2. CoNLL-based train datasets were used during the research.
Validation and test parts are unchanged.

Abbreviation | Sentences | Description

S100 14,041 Contains all sentences from the original dataset without
changes.

S20 2,808 Contains 20% of the initial train dataset records: the first 10%
of sentences and the last 10%.

S10 1,404 Contains 10% of the initial train dataset records: the first 5%
of sentences and the last 5%.

S5 702 Contains only the first 5% of the dataset.

R10 1,404 Contains 10% of initial dataset, chosen by random.

R5 702 Contains 5% of initial dataset, chosen by random.

The primary focus of this research was on word-level embeddings. This allows to
preservation of sentence structure and named entities labeling in the sentence. The next data
augmentation approaches were selected:

Antonym augmentation — apply substitution to some percent of the words in a sentence
for its antonym.

Synonym augmentation — apply substitution to some percent of the words in a sentence
for its synonym.

Word embedding augmentation — apply substitution to some percent of the words in a
sentence with its “similar” word based on the word2vec model [19].

At the same time, BERT, RoBERTa, DistilBERT, and ALBERT models were chosen for
the experiment:

BERT model — one of the first implementations of the transformer architecture and
leveraged state-of-the-art in multiple NLP tasks.

ALBERT model — purpose to optimize BERT model architecture and train process and
achieve similar results. This model has 18x fewer parameters than BERT and almost
2x faster training time.

DistilBERT model — has the same purpose as the ALBERT model to optimize the
BERT model through optimization of the size and size reduction.

RoBERTa model — while having the same goal to optimize the initial BERT model, is
more comprehensive, and uses a significantly bigger initial training set, dynamic
masking, etc.

To build and perform the experiment, the HuggingFace platform [20] was used. It has
multiple useful tools to work with datasets, models save and load, and perform model fine-tuning
and evaluation. Also, the portal contains multiple basic models with an easy way to configure
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required pipelines for experiments. Also, for data augmentation library nlpag was used [21].
Experiments were executed on the Google Colab platform utilizing T4 GPU High RAM runtime.
The experiment was built with the next structure:
e Dataset S100 was used without augmentations to train all four models as a comparison

basis.

e For generation of the new train data was used 8 approaches, as described in Table 3.
For each sentence, additional sentences were added. Also, during the generation of the
synthetic data, all original named entities were preserved.

e Each transformer model was trained on dataset variations from Table 2, except S100
and synthetic data generation based on Table 3. In total, 40 trained and estimated
models. Also, models utilized the same datasets for the same configuration.

e The evaluation was accomplished using the F1 score using segeval library [22].

e For fine-tuning, the next pre-trained models from HuggingFace portal database: bert-
base-uncased, roberta-base, albert-base-v2 and distilbert-base-uncased.

o All models were fine-tuned with the same initial training parameters: number epochs 3,
learning rate 5e~>, weight decay 0.01, and batch size 16.

Table 3. Train synthetic data generation approaches.

+ Word embeddings

Scenario Count | Description

Antonyms 2 Two sentences with antonyms

Synonyms 2 Two sentences with synonyms

Word embeddings 2 Two sentences with word embeddings

Antonyms + Synonyms | 1+1 For each augmentation approach, add one sentence
Antonyms + Word 1+1 For each augmentation approach, add one sentence
embeddings

Synonyms + Word 1+1 For each augmentation approach, add one sentence
embeddings

Synonyms + Antonyms | 1+1+1 | For each augmentation approach, add one sentence

Measurement system.

Approaches to measure the effectiveness of the model for token labeling tasks can depend
on the expected result. For example, in [23] for OpenAl GPT models’ estimation was used
measurement system to consider only extracted named entities without any reference to their
position in the text. In this paper, for estimation of the performance the F1 score was used, label
was recognized properly only in cases, when all its parts were recognized properly. It was
described in [18] as a measurement system for the CoNLL dataset.

Results and analysis.

Overall, the result of this research makes sense to split into three blocks:

e Preparation of the datasets — overview of dataset preparation time for different
augmentation approaches (Table 4).

e Training process — shed light on how different configuration of the datasets impacts on
training process (Table 5 and Figure 1).
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e  Models’ effectiveness based on F1 score — review how different dataset sizes and data
augmentations impact model performance (Table 6).

Based on data in Table 4, the 2 different groups were identified: antonyms and synonyms
augmentations are extremely fast and word embeddings are a hundred(s) times slower. In the
rest of this research, the term “simple augmentations” would be used for any augmentations,
based on antonyms, synonyms, and any their combination. On the other side, “complex
augmentations” — for any augmentation, which utilizes the usage of word embeddings.

Moving forward, significant differences in dataset preparation between ‘“simple
augmentations” and “complex augmentations” were expected results since the operation of
determining a synonym or antonym for a certain word was reduced to finding the word in a
dictionary and randomly selecting one of the associated words. On the other hand, in the case of
word embeddings, when searching for a similar word, a large semantic graph is analyzed and
requires significant computational resources. Since the difference in time required to construct
synthetic data using these augmentation methods is significant, simple augmentation methods
must be chosen if greater speed is needed.

In Table 5, the training times were demonstrated. Based on this information, all four chosen
models showed similar behavior: training time almost linearly depends on the size or number of
sentences in the initial dataset. For example, the RoOBERTa model for dataset S100 contains
around 14000 sentences and has a learning time of 983 seconds, for dataset S20 and synonym +
antonym applied augmentation — around 8500 sentences and a learning time is 627 seconds. That
is 60% of the initial dataset size and training took only 63% of the time, compared with the S100
dataset. This factor is obvious as a key factor, that impacts training time in several sentences, but
applied data augmentations don’t change significantly the length of the sentences, the difference
is usually up to 3 tokens (up to 10%). Regarding the difference in token quantity per sentence, it
doesn’t make a significant impact due to the models’ architecture.

Table 4. Time in seconds for dataset augmentation.

S20 S10 R10 S5 R5
Antonyms 13 7 6 2 3
Synonyms 12 6 6 2 3
Antonyms + Synonyms 12 6 6 2 3
Word embeddings 5520 | 2,789 | 2,598 | 1,201 | 1,392
Antonyms + Word embeddings 2,921 | 1,334 | 1,346 | 607 706
Synonyms + Word embeddings 2,899 | 1,326 | 1,397 | 606 706
Synonyms + Antonyms + Word embeddings 2,775 | 1,350 | 1,383 | 607 694
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Table 5. Time in seconds for model training based on dataset type and augmentation approach.
S100 S20 S10 R10 S5 R5

BERT model

Original train dataset 965 189 95 % 42 43

Extended with 2 additional sentences (all
augmentations, except the synonyms + - 618 304 301 141 147
antonyms + word embeddings)

Synonyms + Antonyms + Word

- 847 418 417 198 207
embeddings
ALBERT model
Original train dataset 1072 209 103 105 14 47

Extended with 2 additional sentences (all
augmentations, except the synonyms + -- 702 338 343 158 165
antonyms + word embeddings)
Synonyms + Antonyms + Word
embeddings

975 475 478 225 235
DistilBERT model

Original train dataset 536 104 53 52 23 24

Extended with 2 additional sentences (all
augmentations, except the synonyms + -- 340 165 165 78 80
antonyms + word embeddings)

Synonyms + Antonyms + Word

; 463 228 229 108 112
embeddings
RoBERTa model
Original train dataset 083 193 89 97 43 43

Extended with 2 additional sentences (all
augmentations, except the synonyms + - 627 302 307 143 146
antonyms + word embeddings)
Synonyms + Antonyms + Word
embeddings

856 419 420 199 211

On the other hand, as shown in Fig. 1, models demonstrated fast learning approached the
asymptote of the loss function in 0.5-1 epochs. Nevertheless, all models demonstrated a slower
learning rate for datasets S20, S10, and R10 without data augmentations. In this case, the amount
of data is 3-4 times less than for augmented datasets and a few steps respectively. Also, training
loss at the end of the training process is bigger. As a fact for these sizes of datasets, models were
adopted better for augmented datasets, diversity of the data with the same NER labels allows the
model to fit better initial dataset.
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Fig. 1. Training loss change during fine-tuning process for all 164 models based on different datasets and
augmentation approaches.
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Table 6. F1 scores for models, datasets, and augmentations approaches

| S100 | S20 | S10 | R10 | S5 | R5

BERT model
Without augmentations 94.38 | 90.03 | 85.51 | 88.86 | 77.16 | 77.59
Antonyms -- 90.95 | 86.25 | 90.03 | 83.01 | 88.59
Synonyms -- 90.23 | 86.08 | 90.06 | 81.04 | 86.73
Word embeddings -- 90.78 | 84.29 | 89.72 | 81.75 | 86.52
Antonyms + Synonyms -- 90.75 | 85.15 | 90.23 | 83.35 | 88.1
Antonyms + Word embeddings -- 91.07 | 84.66 | 89.83 | 83.19 | 87.22
Synonyms + Word embeddings -- 90.22 | 85.07 | 89.62 | 82.65 | 87.8
Synonyms + - Antonyms -+ Word | | 9458 | 8551 | 9026 | 8113 | 87.34
embeddings
ALBERT model

Without augmentations 934 | 89.65 | 85.69 | 87.46 | 81.89 | 83.9
Antonyms -- 89.45 | 84.4 | 89.56 | 83.63 | 86.03
Synonyms -- 88.14 | 83.11 | 87.65 | 82.2 | 84.14
Word embeddings -- 87.87 | 83.53 | 88.16 | 82.67 | 84.19
Antonyms + Synonyms -- 89.07 | 83.26 | 88.7 | 82.72 | 84.94
Antonyms + Word embeddings -- 89.22 | 83.26 | 89.28 | 82.07 | 85.72
Synonyms + Word embeddings -- 88.13 | 82,91 | 88.3 | 82.64 | 84.2
Synonyms + Antonyms + Word

- - 88.12 | 82.44 | 88,5 | 81.98 | 86.33
embeddings

DistilBERT model
Without augmentations 94.16 | 89.93 | 83.86 | 87.68 | 73.34 | 77.66
Antonyms -- 90.25 | 85.17 | 88.77 | 81.51 | 85.84
Synonyms -- 89.39 | 83.73 | 88.62 | 80.25 | 85.4
Word embeddings -- 89.51 | 83.71 | 89.19 | 80.56 | 85.99
Antonyms + Synonyms -- 89.95 | 83.97 | 89.04 | 81.65 | 85.81
Antonyms + Word embeddings -- 89.4 | 84.72 | 89.25 | 82.44 | 85.88
Synonyms + Word embeddings -- 89.47 | 84.0 | 89.24 | 81.7 | 85.9
Synonyms + Antonyms + Word | | g9 | g3g5 | 89.28 | 81.55 | 86.58
embeddings
RoBERTa model

Without augmentations 95.77 | 91.61 | 87.46 | 90.22 | 82.92 | 83.16
Antonyms - 92.76 | 88.74 | 92.26 | 87.12 | 89.87
Synonyms - 93.03 | 88.75 | 91.66 | 85.08 | 89.38
Word embeddings - 92.49 | 88.05 | 91.94 | 85.23 | 89.53
Antonyms + Synonyms -- 92.77 | 89.05 | 91.45 | 86.86 | 88.73
Antonyms + Word embeddings -- 92.2 | 88.69 | 92.08 | 86.29 | 89.3
Synonyms + Word embeddings -- 92.76 | 88.44 | 91.95 | 86.05 | 88.72

Synonyms + Antonyms + Word

. - 92.73 | 88.36 | 92.63 | 85.91 | 90.01
embeddings
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On the other side, an interesting finding is that for extremely low datasets like S5 and R5,
additional augmented data significantly improves model learning possibilities. Based on this
information, extremely small datasets augmentation even with simple augmenters is reasonable.

Table 6 demonstrates the measurement of the models with all dataset variations and
augmentation approaches. In contradistinction to the train part of the dataset, all evaluations
during the fine-tuning of the models and evaluation process were performed with full original
validation and test parts of the CONLL dataset. In brief, all models demonstrated the best results
on the full dataset S100. This is an expected result as the generation of augmented data doesn’t
create new named entities and the training dataset in S20, S10, S5, R10, and R5 is limited to
available named entities inside it, while S100 should contain a bigger diversity of the named
entities. On the other side, data augmentations extend the context for available named entities
in which they are in use.

Results, demonstrated in Table 6 possible to split into 3 different groups:

e Original dataset S100 without augmentations: models demonstrated the best

performance with 3-4% better results compared to the same model on smaller datasets.

e Datasets S20, S10, R10: models demonstrated controversial results, no obvious
favorite, results spread 1-2%. Even though small difference in the results, ROBERTa
demonstrates a positive impact of the augmentations with an improvement of 1-2%,
DistilBERT, also, demonstrates a positive impact on performance in most cases, while
ALBERT and BERT show slightly less influence of the data augmentations and could
demonstrate even worse results.

o Datasets S5, and R5: models demonstrated great results with an increase of up to 11%
(BERT model with Antonyms augmentation) with an average score of 5-8%. This fact
demonstrates, that for very low initial datasets, simple word-level augmentations could
significantly increase the diversity of the dataset and its performance on NER
recognition. Models on these datasets with data augmentations demonstrated very
close results to 2-4x bigger datasets like S20, S10, and R10.

Also, research demonstrated, that choosing different context and meaning sentences from
the initial dataset demonstrates better results with data augmentations. For example, models
demonstrated on average 3-6% better results on augmented datasets with randomly selected
records compared to sequential data. Randomly selected data contains more different named
entities and synthetic data allows the model to better fit the domain.

Conclusion.

This paper investigated the influence of the word level of data augmentations on named
entity recognition. CoNLL dataset was utilized with six different variations: full dataset, 20% of
initial train dataset, two types of 10% of initial train dataset — one with straight part of the data
and one with randomly chosen and two types with 5% of initial train dataset — the same as for
10%. For data augmentation, word-level data augmentations with synonyms, antonyms, and
word embeddings and their combinations. Word-level data augmentations were chosen to
preserve initial labeled named entities in the training dataset. The research was applied to four
transformer-based models: BERT, ROBERTa, ALBERT, and Disti|IBERT.

Despite on fact, that with data augmentations dataset sizes were increased 3-4 times,
models demonstrated poor performance improvement on 0.5-2% compared with non-
augmented ones for 20% and 10% of initial size datasets. Even though on small improvement,
synthetic data doesn’t require significant resources to produce it, but could produce additionally
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recognized records. This could be useful when data labeling is a significantly complex task, for
example, for low-resource domains. Overall, this is the expected result because data
augmentation with our approach doesn’t produce new named entities in the train dataset, but
increases contexts, in which available named entities were used.

A key finding is that for the very low size of the initial high-quality labeled dataset, applying
data augmentations could provide significant improvement in model performance. BERT model
demonstrated improvement for up to 11% from 77.59% up to 88.59% with applied antonym
augmentation. Average improvement has been on level 5-8%, which is significant. For the very
low size of the training dataset, increasing the context, in which different named entities could
be used is important. Additionally, a significant impact on performance for 3-6% showed the
diversity of the initial dataset. In other words, better to build a dataset with diverse information
compared to a monotonous one.

To summarize further research directions, promising area of the research is to have the
possibility to produce augmented information, which will contain some set of named entities,
that we want to recognize. To achieve this goal could be useful approaches with text
summarization, applying Large Language Models like OpenAl GPT series or open-source
models like LLaMa 2/3, MT5, etc.
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Mopneni Ha OcCHOBI TpaHchOpMepiB IMOKa3zagl CBOIO e(GEKTHUBHICTb Ul 3amad oOpoOKH
OPUPOAHOI MOBH. TpeHyBaHHS LMX MoJeleld MOTpeOyIOTh IyKe BEIMKUX OOCSATIB TEKCTOBHX
narux. CTBOPEHHS SIKICHOTO Ha0Opy JaHUX MOTpedye BEIMKUX PecypciB st 300py, 0OpoOku Ta
PO3MITKH JaHuX. Takoxk, MiATOTOBKA IOCTAaTHHOIO HAOOpY JaHHX MOXke OyTH MpoOiIeMaTHYHUM
JUT PiJKOBXMBAaHUX MOB a00 IOMEHIB, OCKUIEKU JOCTYIHOT iH(popMartiii Moxke OyTH. AyrMeHTallis
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JAaHUX € OJHHUM 3 WiJXOMIB JIO CTBOPCHHSA INTY4HOI iH(opmarii, mo 103BOJISE 30UIBIIUTH
MOYAaTKOBUH Halip JaHHUX Ta Pe3yIbTaTHBHICTH MOJIEIII.

T'onoBHa Meta 1i€i cTaTTi — JOCHIAUTH MOXIUBOCTI 3aCTOCYBaHHS ayrMEHTAIlll JaHUX IS
MOKpAILIEHHS MOJJIMBOCTEH pO3Mi3HABaHHS IMEHOBAaHUX CYTHOCTEH HOIYJSPHUX MOJENCH,
ocHoBanux Ha TpaHchopmepax: BERT, ALBERT, DistilBERT ta RoBERTa. [{ns mocmimkeHHs
BUKOPUCTAHO OAMH 3 HaWOUIBII MOMyJNSPHUX JAATAaceTiB A JOCHiKEHHS PO3Ii3HABaHHS
iMeHoBaHuX cyTHocTel - CoNLL 2003. Ilix yac excmepuMeHTiB OyJlO CTBOPEHO 3MEHIIEHi
BapiaHTH Mo4aTKoBoro naracety 110 20%, 10% ta 5% 3 pi3sHUMH MiAX0AaMH 10 BiTOOpy pedeHb B
i nataceru. s ayrMeHTanii qaHux OyJI0 BAKOPUCTaHO ayTrMEHTaTOPH Ha piBHI CIIiB: ayrMEHTaLlist
aHTOHIMaMH, ayrMEHTallis CHHOHIMAaMM Ta BCTaBKa KOHTEKCTHHX CJiB Ta iXHI komOiHamii Oe3
ayrMeHTanii iMeHoBaHHUX cyTHocTel. ExcriepuMenTH Oy10 BHKOHAHO Ha OJJHAKOBOMY 00JIaJHAaHHI
IUII OTPUMAaHHS TOPIBHIOBaHMX pe3ynbTariB. OIiHKa pe3ynbraTiB 0azyerscss Ha omiHmi Fl.
PesynbTaTi MpOAEMOHCTPYBAIH €)EeKTUBHICT 3aCTOCYBAaHHS ayTMEHTALll TaHUX JUIS HEBEJTMKUX
HabopiB JaHUX. B IUX BHIaJKaxX BIANOCS JOCSATHYTH CYTTEBHX HMOKpAlICHb pe3yibTaTiB. IIpn
OlTpIIMX HAOOpaxX JaHMX, BIUIMB ayIMEHTAIlil 3HIKY€EThCA, ajle JO3BOJISE IPH HAssBHUX pecypcax
JIOCSITTH HE3HAYHOTO MOKPAIIEHHS Pe3yJIbTaTiB.

Kniouosi cnosa: posmisHaBaHHS IMEHOBaHMX CYTHOCTEeH, 0OpoOKka HpPUPOIHOI MOBH,
ayrmenTanis, BERT, ALBERT, DistilBERT, RoBERTa.
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