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Today, data analysis plays a key role in studying and using large amounts of information to
make informed decisions. Thus data is one of the most valuable resources and analytical tools are
becoming increasingly important. Data analysis allows us to identify patterns and relationships
between different factors. As for the methods of analysis, they are very diverse and depend on the
specific task and the nature of the data, each method has its advantages and limitations, and the
choice of a particular one depends on the context.

Recent investigations have proved that LLM showed good results in textual information
analysis and might be one of the textual analytical tools. Therefore, the main focus of our research
is centred around the ability of LLM to perform data interpretation operations, arithmetic and
statistical operations in the meaning space. In the evaluation of the proposed concepts, simple cases
were considered. It was enough to better understand the effectiveness of LLM as one of the tools
for exploratory data analysis.

The practical results of the research indicate that the concept has some advantages over the
closest analogues, as well as identify several scientific problems that can be solved in subsequent
studies. Additionally, research tools were developed as a chatbot system in the Telegram
environment.

Keywords: exploratory data analysis, prompt engineering, large language models, chatbot
systems, “meaning” space.

Introduction. Big data and advanced technologies bring new opportunities and challenges
for engineers and data scientists. [1] The world's leading firms have accumulated huge amounts
of data and this process continues, because business and science see great benefit in this,
especially in data analysis. According to estimates, the information accumulated on the Internet
is huge. In 2024, approximately 149 zettabytes of data should exist, and this number is growing
exponentially, as is the world's population capable of generating it. [2] Typically, data is
collected from multiple sources at different points in time using various technologies. This
creates problems of heterogeneity, experimental variation and statistical variation, and requires
us to develop more adaptive and robust methods. [1]

Exploratory data analysis (EDA) [3] has been known for a long time, since 1969 and
provides a preliminary data analysis to identify the most general features of information. For
example, [4] guides how to begin any statistical analysis and two goals to achieve: data
description and model formulation. [4] Volumes, formats, means, and dimensions of data
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analysis space have changed over the past decades. According to [5], the two main goals of
multivariate data analysis are to develop effective methods that can accurately predict future
observations, and at the same time gain insight into the relationship between characteristics and
response for scientific purposes.

The objectives of EDA can be set up differently, and it depends on many factors. In the
work [6], the authors described the research goals as profiling (data quality assessment) and
discovery (obtaining new ideas). As was shown in [6], some domain experts can provide a
comprehensive EDA. However, there are problems with EDA and statistical data analysis
measuring. In the work [7], the authors concluded the effectiveness of combining statistical
analysis with EDA and visual tools for data analysis.

Observation of the latest approaches for solving EDA problems. Despite the enormous
amount of information we produce, only 0.5% is being analysed and used to discover and
structure the data. This may seem like a small number, but it is still huge according to the volume
of that information. [1-2] Considering this scale of data, data analysis plays a crucially important
role in solving business problems. According to [4, 6-7], it helps:

- make effective decisions;

- accumulate the customer experience;

- gain an edge over competitors;

- support effective decision-making through innovative technologies, etc.

Even though EDA requires in-depth analytical skills, experience, and domain knowledge,
many proposals and related systems have been developed to automate it over the past decade.

According to [3-4, 8-11], data analysis includes collecting, modelling and studying data
using various mathematical equations, statistical models, modelling tools, machine learning
models, etc. The data analysis is a fairly standardised and formalised cross-industry process of
intelligent data analysis, known as CRISP-DM (Cross-Industry Standard Process for Data
Mining) - which is one of the most common among accepted approaches. [11-12] The CRISP-
DM cross-industry standard counts the iterative nature of the data analysis process and ensures
a successful iterative search for the best solution based on EDA. Data mining examines and
analyses large blocks of information to gather meaningful patterns and trends. It is used in credit
risk management, fraud detection, spam filtering, etc. It is also a market research tool that helps
you discover the sentiments or opinions of a particular group of people. [11-12] Usually, in the
data preparation stage of modelling, data mining counts on intelligent data analysis for various
subject domains [11].

Sometimes we group elements into many sets based on their common features. These sets
are called clusters, hence the name. [13-14] There is no target variable during clustering, the
method is often used to find hidden patterns in data and to provide additional context to trends.
The elements are similar to one another in the same cluster. Multidimensional Scaling (MDS)
[15] is a method which uses similarities or differences between objects for observation. Objects
are represented using an "MDS map" that positions similar objects together and separates ones
far apart. Common features of objects were represented in the form of one or more dimensions
that can be observed using a numerical scale.

In general, many methodologies in the industry have already been proposed for EDA
automation. In [10], the proposed concept of developing integrated methodologies for data
management in scientific projects has three fundamental methods: project, team, data and
information management. The proposed concept assumes that it must constantly develop,
improve and adapt to new challenges in the data area.
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EDA describes data features [3], so we can assume: that if algorithms could "speak”, they
would tell us about data features "verbally" and not use various graphs, charts, etc. According to
[16:13], the nature of EDA has changed due to the emerging methods and convergence between
EDA and other methodologies, such as data analysis and resampling, so the usual conceptual
frameworks of EDA may no longer cope with this trend.

Machine learning (ML) application for solving EDA. ML is a subset of artificial
intelligence (Al) that focuses on computer algorithm development that improves automatically
through experience and the use of data. In other words, ML allows computers to learn from data
and make decisions or predictions without explicit programming, namely, it is the creation and
implementation of algorithms capable of facilitating decisions and forecasts. [8-9, 17] The
progress in the ML area has created powerful opportunities for the automation of the EDA
processes. [18] Indeed, in the ML industry, EDA has been widely used, for example: to detect
fraud in the banking system [17], in the study of chronic kidney diseases in medicine [8] or for
analog-mass spectrometry of the ocean world [9].

Recently, deep learning (DL) is increasingly used for data analysis. The best examples can
be given for identifying anomalies, finding similar examples, building recommendation systems,
etc. [19-22] DL, unlike traditional machine learning and data mining algorithms, can create
extremely high-level data representations from vast amounts of raw data. [21] DL algorithms
extract complex high-level abstractions as data representations using a hierarchical learning
process, extract complex patterns from huge volumes of data, perform semantic indexing, data
tagging, fast information retrieval, and simplification of discrimination tasks. A key advantage
of DL is the analysis and learning of huge amounts of unsupervised data making it a valuable
tool for big data analytics, where the raw data is mostly unlabelled. [22] Despite the many
advantages of neural networks, they also have a significant drawback: they are generally difficult
to test. Some neural network processes can behave like a "black box" where input data is fed,
complex processes are performed, and only the output is reported.

Large language models and meaning space. A large language model (LLM) is a DL
model that understands and generates text in human language. These models are trained on huge
amounts of textual data (books, articles, websites and other sources) and describe billions of
parameters. Parameters are variables that are in the model, they change during the learning
process. Conventionally, a large language model contains more than one billion parameters.
LLMs can understand, translate, predict or generate text or other content. Usually, one or more
sentences are given as input to such models, based on which the model tries to understand what
they want from it, and generates an answer. [23-26]

The way of word representation is a key factor in the work of LLMs. [23] Earlier forms of
machine learning used a numerical table representing each word [27]. However, this
representation form could not detect relationships between words with similar meanings. This
limitation was overcome by using multidimensional vectors, the so-called “"embeddings" of
words so that words with similar contextual meanings or other relationships are close to each
other in the vector space. Since we can perform operations on words in a vector space, we can
claim that this space can be considered a space of "meaning". In [27] we have a good explanation
of meaning space and its role in text-logical methods.

Using word embedding, transformers can preprocess text into numerical representations
through an encoder, and understand the context of words and phrases with similar meanings, and
other relationships between words, such as parts of speech. The LLM then uses this knowledge
of the language using a decoder to produce output data. [23, 26]
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The emergence of LLM has caused special scientific interest in studying their possibilities
for application in data area analysis. According to the reviewed publications [23-26], it becomes
clear that LLM is a powerful tool in research practice and can be applied to qualitative data
analysis avoiding discrepancies in the analysis. Obviously, in the "space of meaning" [27], where
LLM works, concepts depicted on graphs or diagrams can be verbally described and vice versa.

Taking into account all the above-described tools for conducting EDA, trends in the
industry regarding the construction of analytical systems [2] and the peculiarities of data
preparation for EDA [11, 28-29], it can be stated that LLM is capable of performing some data
transformations based on relevant prompts. The variety of existing LLMs, which could be
applied for data analysis, is quite big today:

- DatalLang performs data analysis based on hints and requires no technical knowledge.

It presents the result in human-readable form using GPT-3 technologies. The tool can
handle a wide range of queries and provide information on metrics such as the number
of users over some time or total values in a specific field,;

- Owilbot provides multi-source integration of information: documents, spreadsheets, and

databases;

- ChatCSV works with CSV files and with some chart visualisation tools for responses;

- Hal9 enable communication with the company's cloud data, etc.

Tabular data investigation by EDA is one of the important areas in the industry because it
is common for the industry to use structured or tabular data that resides in databases or data
warehouses. EDA requires primarily execution of data transformation operations related to data
processing pipelines and being executed by data engineers. [28, 30] Thus, as usual, the data
scientists should develop the specialised tools for scientific investigation by themselves. These
applications might connect to databases and provide the required data for EDA.

Taking into account the relevance of the scientific study of the possibilities of LLM for
performing EDA on tabular data, as well as their practical application in the construction of data
analysis systems, the tasks for scientific investigation can be formulated as follows:

- to investigate the possibilities of supporting complex computing operations on data in

EDA tasks;

- to explore the possibilities of data transformation according to the LLM legend;

- to explore the possibilities of data analysis using LLM;

- to develop the concept of managing data analysis using prompts;

- to create a system architecture for performing EDA on tabular data;

- to implement a chatbot system for investigating the proposed solutions.

Overall, we investigate EDA automation opportunities using LLM capabilities.

The ChatGPT capabilities exploration to resolve EDA tasks in meaning space. As it is
known, we cannot directly communicate with LLM. Prompting is one way of communication
with LLM. Therefore, we generated tabular data with the next prompt body: “Prompt 1: Generate
data for a table with the following columns: Company name (this attribute must not be repeated);
Field of activity; Country of origin; Company size (number of employees); Annual income (in
US dollars); Net profit for the last fiscal year; Number of branches/departments; The average
salary level of employees; Customer satisfaction rating; Advertising and PR expenses”.

The results of the generated data are shown in Figure 1. The generated data contains random
values which correspond to reality in LLM understanding. To have more accurate data, you can
specify additional conditions in tooltips. In this case, the network will count instructions in
prompt and generate data in the given range. The only drawback of this approach is that the
network cannot generate large amounts of tabular data, we should iterate this process.
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Annual Number
Company Country of Company Income Net Profit of
Name Field of Activity Origin Size (USD) (UsD) Branches
TechSolutions Information USA 500 $25,000,000 $5,000,000 10
Inc. Technology
Global Pharmaceuticals Germany 1200 $120,000,000 $20,000,000 25
Pharma
BrightTech Software UK 300 $30,000,000 $8,000000 6
Solutions Development
GreenEnergy Renewable Canada 150 $15,000,000 $3,000,000 4
Solutions Energy
MedlLife Healthcare UsSA 800 $80,000,000 $15,000,000 15

Fig. 1. The results of tabular data generation by ChatGPT 3.5 with Prompt 1

Let’s clarify a range of values for generated data. The next prompt body is: “Prompt 2:
Generate data for a table with the following columns: Company name (this attribute must not be
repeated); Field of activity; Country of origin; Company size (number of employees); Annual
income (in US dollars); Net profit for the last fiscal year; Number of branches/departments; The
average salary level of employees; Customer satisfaction rating; Advertising and PR expenses.
Use these ranges for the data attributes: Company size (number of employees) - from 10 to 100;
Annual income (in US dollars) - from $50000 to $1000000”. The results are shown in Figure 2.

Annual Net Number Average
Company Field of Country Company  Income Profit of Salary
Name Activity of Origin Size (UsSD) (UsSD) Branches  (USD)
InnovateTech  Information USA 55 $650,000  $120000 3 $70,000
Technelogy
HealthCare Healthcare UK 35 $200,000  $40,000 2 $55,000
Solutions
EcoSolutions Environmental  Canada 75 $750000  $150000 5 $80,000
GlobalTrade Import/Export  Germany 45 $400000  $80,000 4 $65,000
Edulearn Education Australia 20 $120,000 $20,000 1 $50,000
FoodDelight Food & France 65 $600,000 $100000 3 $75,000
Beverage
Techlnnovate ~ Software India 30 $250000  $50,000 2 $60,000
Development

Fig. 2. The results of tabular data generation by Prompt 2

As shown in Figure 2, the LLM understand us clearly, so, we assume that LLM can execute
the number comparison operations in meaning space correctly. Continuing with data generation
by prompting we can get the data as demanded.

For working with the statistical analysis we generated different prompts, for example:
“Prompt 3: Create statistics for annual revenues with a histogram: from the company that earns
the most to the one that earns the least”. The results of the Prompt 3 execution are shown in
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Figure 3. Of course, ChartGPT didn’t show the histogram but prepared a compiled code in
Python for execution. It is an acceptable output for us because we will use it later building the
analytical chatbot system for EDA execution above tabular data.

& ChatGPT
To create a histogram for annual revenues from the company that earns the most to the one that earns

the least, we need to gather the annual revenue data and then plot it in a histogram. Here's how we can

doit:

1. Gather Annual Revenue Data: We'll use the annual revenue data from the generated dataset.
2. Sort Companies by Annual Revenue: Sort the companies in descending order based on their
annual revenue.

3. Plot the Histogram: Plot the histogram with the annual revenues.

Let's generate the histogram:

python

matplotlib.pyplot plt

annual_revenues = [

Fig. 3. The results of Prompt 3 execution

As seen in Figure 3, the code has inputs from LLM as a response to our prompt. Thus, we
can conclude that the network prefers to execute computations with code, rather than directly
performing them in the space of "meaning".

Let’s ask ChatGPT to explain the output without code. The next prompt body is: “Prompt
4: Create statistics for annual revenues with a histogram: from the company that earns the most
to the one that earns the least and describe the output values without coding in Python”.
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(C]

ChatGPT

To create statistics for annual revenues with a histogram from the company that earns the most to
the one that earns the least, we can visualize the distribution of annual revenues among the
companies in our dataset. Here's a description of the output values without coding in Python:

1. Company Names: The companies are listed along the x-axis of the histogram from left to right.
Each bar represents a company, with the company that earns the most revenue on the left and
the one that earns the least on the right.

2. Annual Revenue (USD): The y-axis represents the annual revenue in US dollars. The height of
each bar corresponds to the annual revenue of the respective company.

3. Distribution: The histogram shows how the annual revenues are distributed across the
companies. A taller bar indicates a higher annual revenue, while a shorter bar indicates a lower
annual revenue.

4. Range: The range of annual revenues is displayed on the y-axis, showing the minimum and
maximum revenue values. This range helps understand the spread of revenue values among the
companies.

5. Frequency: The frequency of annual revenues within certain ranges is depicted by the height
of the bars. Higher bars indicate a higher concentration of companies with revenues falling within
that range.

6. Trends: By observing the histogram, we can identify any trends or patterns in the distribution
of annual revenues. For example, we might notice clusters of companies with similar revenue
levels or outliers with exceptionally high or low revenues.

T. Comparison: The histogram allows for easy comparison of annual revenues between
companies. We can quickly see which companies earn the most and least revenue, as well as how

they compare to each other in terms of revenue magnitude.

Fig. 4. The results of Prompt 3 execution

As was mentioned earlier, the data interpretation techniques, as usual, are being executed

in the stages before EDA, when we store data in databases, data warehouses or else. Namely,
during the data interpretation stage, the ETL operations are executed and raw data are represented
in the desired data structure. These operations are one of the main problems in the industry,
especially, for working with Web Analytics because of possible losses in data.

Data governance and quality assessment are still big problems for working with Big Data
or streamed data in Enterprise because of the wide range of possible solutions here which should
be upgraded in the future due to different reasons.

Continuing with EDA, let’s define ChatGPT capabilities for working with data
interpretation operations. The data interpretation The appropriate prompt is: “Prompt 5: Provide
the normalised values in a range from 0 to 1 for the data attribute: "Annual Income (USD)". The
results of execution are shown in Figure 5.
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@& ChatGPT
To normalize the values of the "Annual Income (USD)" attribute to a range from O to 1, we can use min-
max scaling. The formula for min-mazx scaling is:

r _ __Value—Min Value
Scaled value = Max Value—Min Value

Here's how we can normalize the "Annual Income (USD)" values to arange from O to 1:

1. Find the minimum and maximum values of the "Annual Income (USD)" attribute.
2. Use the formula to calculate the normalized values for each data point.

Let's say we have the following annual income values:
[$50, 000, $120, 000, $200, 000, $300, 000, $400, 000, $550, 000, $600, 000, $650, 000, $750, (

Then, the normalized values would be:

Min Value = $50, 000
Max Value = $900, 000

Value—>50,000

H T —
Normalized Value = 5555550 509

Normalized Values = [0.0,0.033,0.067, 0.1,0.133, 0.2, 0.233, 0.267, 0.333, 1.0]

These normalized values represent the "Annual Income (USD)" attribute scaled to a range from O to 1.
The highest value (300,000} is scaled to 1, and the lowest value (50,000) is scaled to 0. All other values

fall between O and 1based on their relative positions between the minimum and maximum values.

Fig. 5. The results of Prompt 5 execution

As shown in Figure 5, LLM supports the operations about the digits and real numbers, it
proved that LLM can operate the digits in the meaning space. As can be seen from Figure 5, it is
not required to represent operations in the form of formulas or mathematical descriptions because
LLMs perfectly understand all concepts in the meaning space, at least simple transformations.
In this case, we can talk about the technology of prompts.

EDA is a sequence of operations on data relying on the experience of conducting EDA in
[4, 6-10, 17]. The specified operations depend on the goals and objectives of the EDA. Even
when we have different goals, some parts or operations of EDA can be used for them. The EDA
can be represented mathematically in the form of Boolean algebra. In this case, let’s create the
prompt template for EDA processes as a chain of consequent operations, which is shown in
Figure 6.
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""" Original data: "..."

{Instruction 1} U {Original data} U {Instruction 2} U {Operation 1}

U {Operation 2} U {Operation 3} U {Operation 4} U {Operation 5}

where:
- Instruction 1: “Perform a statistical analysis on the original data:*,
- Instruction 2: “In the order of performing the following operations: ”,
- Operation 1: “Calculate the average value of prices for goods;”,
- Operation 2: “Find the median number of goods in stock;",
- Operation 3: "Let's count the total number of goods for each year of production;",
- Operation 4: "We will determine the most expensive and cheapest goods in the table;",
- Operation 5: "Let's build a histogram of the distribution of prices for goods."

Fig. 6. The example of prompt template form for EDA execution

Changed the chain of instruction and operation we manage the goals and targets for EDA.
Enhancing the instructions and operation with extra conditions and restrictions we can easily
manage the end-to-end EDA execution without programming.

Analysing the EDA approaches represented in [4, 6-7, 9-11] we have created a list of
prompts which cover the most widespread operations in EDA pipelines. Indeed, by configuring
the prompts, LLMs provide useful analytical information about the given data. Received results
of the investigations show that LLM can execute more complex operations but it will be a
challenge for the next investigations.

Resolving EDA tasks with an analytical chatbot system. Received results of the
conducted research, have convinced that LLMs perform some simple operations above the data
in the meaning space. This means that the existing rule-based or ML-based analytical tools
should be upgraded because they work on the algorithmic presentation of the results of data
analysis. Thanks to the capabilities of LLM for performing analytical operations, in particular,
performing EDA, we can automate the EDA processes by chatbot systems with a prompt
formation support system, which supports the conversation flow with the right prompt templates.
The question of the algorithms for prompt template detection is out of the scope of this
investigation. Let’s consider some chatbot systems for analytics.

In [31], were shown the results of chatbot system investigations. Integrating big data as a
knowledge base into chatbots can generate dynamic responses to user queries and improve the
analytical capabilities of chatbots with data from a distributed environment. This cutting-edge
technology directly opens up the world of big data to chatbots, allowing chatbots to be used as a
business intelligence analysis tool. [31]

An example of a professional system for bibliometric analysis of publications was shown
in [32]. The authors have developed a chatbot based on ChatGPT, which allows searching for
the most relevant publications. This solution is one of the most widespread LLM-based chatbot
solutions which includes the components for processing the user queries with a user-friendly
interface, RAG system, and access to LLM.

An appropriate chatbot system has been developed for effective EDA on tabular data. With
this tool, we can continue to investigate the complex capabilities of LLM in data analysis.

The architecture of the chatbot system is shown in Figure 7.
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LLM: Microsoft
Users Telegram DialoGPT

88% + s

3d-party analytics I

B — (=B —

Knowledge base

+T+ T _I
m -

Data visualization Database
Fig. 7. The architecture of the proposed analytical chatbot system

At the centrepiece of the chatbot is the business logic that controls the operation of the
entire chatbot system. Through the Telegram channel, users can communicate with our analytical
chatbot system. Sometimes we don’t need to ask LLM but only communicate with the chatbot
system. In this case, we type an appropriate command directly in the channel. This is very
convenient, especially for those who have been using it for a long time and do not need to print
large and long queries for LLM.

The business logic connects with the database and the knowledge base. The database
contains tabular data. In the knowledge base, we keep prompt templates and other useful
knowledge. In the future, the functionality of the chatbot system will be extended due to new
requirements for the EDA or other analytics.

Following the instructions for Telegram developers, we have built the chatbot, named “Data
Visualizer” (fig. 8).

. Data Visualizer
£ bot

Fig. 8. Prepared chatbot in the Telegram environment

The chatbot is ready for integration with the back-end part of the chatbot system. To
develop the business logic, we used Python which supports several programming paradigms and
has a simple syntax and a wide range of libraries, such as python-telegram-bot for interacting
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with the Telegram API, libraries for ML, such as transformers, etc. This makes Python a good
choice for efficient chatbot development.

The Microsoft DialoGPT autoregressive language model was chosen among LLMs because
of the free license and easy access through API. This LLM can predict the next future word from
a sequence of words given as input. This network was trained on text data using GPT-3. One of
its features is the choice of the tone of the chatbot's responses: creative, balanced and accurate.
To get started, users need to write a text topic and then define the characteristics of the text
according to their needs.

As a database, we used “Cardiovascular Disease Dataset.csv”, taken from kaggle.com.
This is a research-accessible heart disease dataset collected at a multispecialty hospital in India.
It consists of 1000 subjects with 14 features. Among them are ID, age, gender, and levels of
many medical indicators of patients. Before running the bot, we created a MySQL database and
uploaded the database to it. When the chatbot starts, it loads a database in memory and is ready
to use it. If you want to see the data attributes, ask the chatbot (fig. 9). Ask the chatbot about the
bar plot for some attributes and the chatbot will show a bar plot for them (fig. 10).

Fine, show me data attributes

Lilium

Fine, show me data attributes
Here is a list of data attributes: ['patientid’, 'age’, 'gender’,
‘chestpain, 'restingBP', 'serumcholestrol’, ‘fastingbloodsugar’,
'restingrelectro', 'maxheartrate’, 'exerciseangia’, 'oldpeak’, 'slope’,
'noofmajorvessels’, 'target]

Fig. 9. The chatbot shows the data attributes

Show me a bar for age slope chestpain and target

Lilium
Show me a bar for age slope chestpain and target

Look at the bar plot for chosen columns

g35g
%

3
g
&

Fig. 10. The chatbot shows the bar plot for chosen data attributes

Continuing working with the chatbot system, we can discover the LLM capabilities for
complex operations execution within EDA.

Summary. Al technologies play a crucially important role in EDA implementation. Thanks
to Al, various processes are automated and optimised through intelligent chatbots and this is a
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starting point for further research. Today, it is possible to create even more complex analytical
systems capable of performing tasks that overcome humans using new approaches and
algorithms as LLM is.

The literature sources analysis indicates that the chosen direction of scientific research is
relevant, and the topic of performing data analysis operations in the meaning space has a great
scientific and practical interest. Among the received results we want to highlight:

- the concept of EDA execution in meaning space is firstly proposed in the part of EDA
pipeline dynamical structuring without so far programmed strong pipelines. The EDA
is being executed directly as a response to a user query. This approach reduces time for
EDA and excludes redundant information due to user requests.

- the possibility of supporting complex computational operations on data in EDA tasks
was investigated, and it was indicated that complex computational operations should be
decomposed or supported with extra analytics or code, generated by LLM;

- the possibilities of data transformation according to the LLM tradition were investigated
and it was determined that LLMs work well with data formats, easily identify entities,
normalise the data and text analytics are also available to them. In the case of complex
data conversion operations, they should be divided into simpler ones;

- the possibilities of LLM for data analysis were investigated, and it was determined that
the network in the meaning space fully understands the EDA operations, and can also
offer Python code for its running. Clarifying the prompts, the network won’t provide a
code but can explain it and the results of the calculations. Meanwhile, LLM works fine
with real numbers with a good prompting approach as well;

- the proposed concepts of managing data analysis using a sequence of operations and
instructions in prompts was successfully tested;

- an architecture was designed and a chatbot system was developed to perform EDA on
tabular data for approbation of the proposed solution.

The main functionality of the chatbot is its ability to maintain a conversation thanks to the
used LLM, reaction to keywords, EDA of the database, provided by the user, communication
with Matplotlib libraries and data visualisation support. The chatbot is potentially useful for
those who need to understand the data. Therefore, it automates EDA processes, avoiding the
programming part. As usual, EDA is being implemented by many data engineers, data analysts
and data scientists, because real analytical systems are programmed and cannot dynamically
change the order of displaying certain graphs and charts.

Considering all the above, we propose the following tasks for further research:

- decomposition of complex EDA operations;

- capability of LLM in deep data analysis;

- support of EDA with ontology-driven prompt engineering;

- support the chatbot with extra analytic tools and RAG system;

- development of typical EDA templates for its various purposes and tasks;

- improvement of real-time analytical chatbot systems.
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MOXKJIMBOCTI PO3BIIKOBOI'O AHAJII3Y JAHUX Y ITIPOCTOPI CMUC.JIY
BUKOPUCTOBYIOYH BEJIMKI MOBHI MOJEJII

JI. JIamikeBuy, B. JIsmkesuy, P. IllyBap

Kageopa cucmemnozo npoexmyeanmsi,
Jlveiecvkutl nayionanvruil ynieepcumem imeni leana @panka,
eyn. [pazomanosa, 50, Jlvsis, 79005, Yrpaina

liliia.liashkevych@Inu.edu.ua

CporozHi aHai3 JaHUX Biflirpae KIIOYOBY POJIb y BUBYEHHI Ta BUKOPUCTaHHI BEITMKNX 00CSTIB
indopmarii At NPUHHATTS 00IPYHTOBAHUX pillleHb. TakuM YMHOM, JJaHi € OJHHUM i3 HaHIiHHIIINX
pecypciB, a aHANITHYHI IHCTPYMCHTH CTalOTh JACAadi BaXIUBINIMMHU. AHANI3 JaHHUX JO3BOJISE
BUSBUTH 3aKOHOMIPHOCTI Ta 3B’s13KH MiX pisHUMH (pakTopamu. I1lo crocyeTbcs MeToniB aHamizy,
TO BOHHU JyX€ Pi3HOMaHITHI 1 3aeXaTh BiJl KOHKPETHOTO 3aBIAaHHA Ta XapakTepy AaHUX, KOKEH
METOJ Ma€ CBOI IIepeBaru Ta 0OMeXEHHS, a BUOIp KOHKPETHOTO 3aJISKUTh Bil KOHTEKCTY.

Henarni mocmimkeHHs noseny, mo LLM mokaszamu Xopomri pe3yibTaTH B aHali31 TEKCTOBOL
iHpopManii Ta MOXyTh OyTHM BHKOPHCTaHi SIK OAMH i3 TEKCTOBHX aHAJITUYHHUX IHCTPYMEHTIB.
TakuM 4MHOM, OCHOBHA yBara HallOro JOCITI/DKEHHs 30CepelpKeHa HaBKojo 3aatHocti LLM
BUKOHYBATH OIepalii iHTeprnpeTamii 1aHux, apuMEeTHIHI Ta CTATHCTHYHI Omepauii B mpocTopi
“cmuciy”. TIpu qOCHTiKEHHI 3aPOMOHOBAHOI KOHIIETIIIT pO3TIsaaarcs MpocTi Bunaaku. [{poro
0yJ0 TOCTaTHBO, a0K 3p0O3yMiTH epeKTHBHICTE LLM sk 0THOTO 3 iHCTPYMEHTIB [UISl pO3BiIKOBOTO
aHaJ3y JaHuX.

[IpakTu4Hi pe3ynapTaTH Ta IOCHIIKEHHS CBiqYaTh IMPO IEBHI IMepeBard KOHIEMINi mepen
HAaONMM)KYMMH aHaJlOTaMH, a TaKOX BU3HAYAIOTH PAA HAYKOBUX TNPOONEM, SKi MOXYTh OyTH
BUpIIIEHI B MOAANBIINX JOCTiIKeHHX. KpiM Toro, iHCTpyMEHTH JOCIIKeHHS Oy po3poOiieHi
K 4aT-00T cucteMa y cepenosuii Telegram.

Kniouoei cnosa: nOCHiIHUIIBKAN aHANI3 TAaHUX, OTIEPATHBHA 1H)XEHEPisl, BEJIMKI MOBHI MOJIEITI,
CHUCTEMH 4aT-00TiB, MPOCTIip “cMHUCTY”.
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