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Information from social media influence public sentiment, the spread of opinions and reac-
tions to events. The spread of often false information and the incitement of people in sensitive
topics are often influenced by artificially created users for certain events. In other words, such us-
ers are called bots, which should be quickly detected and blocked in order to stop the promotion
of certain profitable questions to customers. The detection process can be automated with the help
of trained models based on the collected data and clustering of users according to the features in-
herent in bots. Among the mentioned differences are information about the number of subscribers
and followers, activity of publishing posts, photo, date of profile creation and others. For training
and testing models, a method of automated data collection using the Selenium framework from
user pages is described. Correlation of various attributes is shown, and classification results are
shown for identifying users with unnatural behavior in social media.
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Overview

Social media are actively developing and taking more and more of our free time. Users
receive and exchange information instantly from the moment of its publication, which leads to
such popularity of such communication systems. As a result, there is a lot of manipulation,
false information and the picking up and rapid spread of a certain topic or news in the social
media. The dissemination of such information often turns out to be fake or not completely true.
Users with unnatural behavior (bots) increase the spread of panic and activity in the social me-
dia. A large number of such fake users are created to spread and comment on the information
the customer needs. Such bot groups are often activated precisely when the necessary infor-
mation is included in a post on a social media and spread across the Internet. The topic of anal-
ysis of user-bots, which have certain anomalous indicators of being subscribed to someone
among all users of social networks, is considered in works [1, 2]

Popular social media Youtube, Twitter, Facebook, Instagram have different specifics and
features. However, the formation of communications between users, in the same way, is the
connection of a subscriber or a friend and a following someone on your account. In the ac-
counts of real users and bots, there are certain differences in their activity and the difference in
filling out information [3, 4].

The purpose of this work is to identify the main features of bots in social media from col-
lected user data for profile classification using machine learning methods.
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The main tasks in this work are the collection of data about potential bots and regular us-
ers from social media (Twitter, Facebook, Instagram), filtering and forming datasets for train-
ing and learning using various classification methods in machine learning.

Data collection and formation of data sets

Data about users can be collected using various application programming interfaces
(APIs) or directly from the user interface (Ul). Unlike working with data from the API, the
process of working with Ul requires time delays for reading the values of elements. However,
the process simulates the user experience on web pages.

The data collection process is lengthy considering the chosen method of collection from
the Ul. The amount of data for further training using machine learning methods can reach thou-
sands of records from one social media. Most of the main attributes are similar and transform
to the dataset template. The process of reading data took place from several accounts and in
several stages, considering the impossibility of long-term work. Extracting information about
the number of posts on a page in the feed is a difficult task, given the prohibition of page
scrolling from a non-logged-in user.

Data is collected by searching for keywords and names (for example: Ivan, Peter, Simon)
and more specific for bots (joke, bot, others). By logging into each account, the necessary data
was collected to form data sets. The process of data collection and accumulation is iterative.
Some fields are missing, the "null” value was recorded in the data set.

At the collection stage, it is difficult to detect bots visually, given the large number of us-
er profiles. However, at the stage of forming datasets for training such users, it is revealed by
the presence of photos, the date of profile creation, the number of subscribers and followers,
the number of profile mentions, filling in general information, the number of publications and
subscriptions to users with status.

The data collection process takes place with the help of a program for reading data from
the Document Object Model (DOM) web page of social media and saves it to a file for further
processing. The program is written in the Java programming language with the connection of
the Selenium library for automating the testing of web pages in browsers [1, 2].
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Fig. 1. Graphical visualization of the steps of data collection and formation of data sets
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As shown in Fig. 1, the collection of data from social media Twitter, Instagram and Face-
book takes place using a program with the integration of the Selenium framework. The re-
ceived data has a slightly different structure and redundant characters due to different web pag-
es, to clean the data, the data is standardized into the same format for further training. The data
processing process takes place already with the formed training and test data set at the next
stage before working with the analysis.

For the collected data from several social networks, it is possible to summarize and ana-
lyze the data for the presence of bots according to certain attributes [3]. In addition, it is worth
taking into account a larger number of parameters for training and classification.

At the stage of formation of data sets, all data are written into a comma separated values
(CSV) file, which is parsed through commas and can be separated into arrays of data for use
for training with machine learning methods.

The file contains columns with the following data:

- serial number of the record in the file

- username, if present

- description of general information (profile description, etc.)

- number of subscribers (per user account)

- number of following someone (on the account of other users)

- the number of posts on the user's page

- the date of the first post in the feed on the user's page

- the number of liked, followed, favorite pages

- availability of the user's picture

- the number of mentions of the account

- other technical details (link on the page such as URL, bot or non-bot labeling for model
training).
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Fig. 2. Visualization of changes in the number of subscribers and following from users and bots
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Collecting about 1600 entries in a file of about 550 from three social media. A training set
of 1000 records with potential marked bots and a test set of about 600 records with various
users were formed. A larger data array of 6000 records from various social networks has also
been formed.

In addition to analyzing values and sorting through data with certain conditions-
restrictions, you can use visualization in the form of graphs to better represent the differences
between users and bots. The dependence of the number of following users on the number of
subscribers for users and potential bots as it is shown in Fig. 2.

Bots have a small number of subscribers relative to following, because they do not have
connections with other users. This is the trend of bots in the proportion of 1 to 2 and more per-
centages of following.
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Fig. 3. Correlation matrix from data sets

Fig. 3 shows a heatmap with correlation values of values of linear dependence of attrib-
utes among themselves. Coefficients presented in the range from -1 to 1 indicate the linearity
and dependence of the increase or decrease of values, respectively, among themselves [3]. This
data represents the dependency for the entire data set with bots and is the result common to all
collected data.
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Fig. 4. Normalized values of the number of subscribers, posts, mentions, the number of following
of a user or a bot for a general comparison of attributes

For a general presentation, the quantitative ratio of values among themselves is shown in
Fig. 4. To present the graph, the average value of the quantity was taken and divided by the
maximum value. In order to present as a percentage, the ratio is divided by the maximum value
and multiplied by 100. According to the collected data, bots have a small number of followers,
and many follow someone. This trend may be due to the fact that bots are designed to comment
and share information. At the same time, the number of mentions of the user profile is more
among ordinary users, but the number of posts in the feed is more among bots.
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In Fig. 5 shows the number of following someone, subscribers and posts for users and
bots from the training dataset. The number of following someone for bots is quite large consid-
ering the density of points for a value of 1, which shows the value for bots. The number of sub-
scribers for users and bots from the training dataset. Obviously that all organic users have a
more followers than bots. Currently, the amount of information from bots is less than from
regular users. The number of posts for users indicates its authenticity compared to a bot.

Comparison of user and bot classification methods based on communication data

For the training process, only data on the number of subscribers, following someone,
posts and the date of the first post, the number of mentioned profiles, the presence of a descrip-
tion of general information and the presence of a profile photo are used. We reserve all other
information for statistical analysis and other research. Among the classifiers used are Random
Forest, Decision Tree, Gaussian Naive Bayes, K-Nearest Neighbors, Support Vector Classifi-
cation [5]. The accuracy of the classification result was calculated for each classifier separately
for comparison. The obtained training results can be determined by the selection of setting pa-
rameters. The Decision Tree and Random Forest Classifiers from the mentioned classifiers
showed the best classification accuracy based on the training data set as it is shown in Fig. 6.
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Fig. 6. Comparison of the accuracy of classification methods based on training data for bots and users

Methods from the sklearn library were used to train the model using machine learning
methods. As shown in Fig. 7, it is feasible to export the formed decision tree for the data set.
After training, to clearly infer the training result, a portion of the actual and expected user
classification results into bots is presented for visual comparison [6].
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pected value

To visualize the learning process, a graph of the learning curve for the Decision tree and
Random forest classifiers is presented. In contrast to the results shown in Fig. 6, the learning
process was performed on the trained combined values from all records. For the reduced data
set, the results of training the value of the accuracy of the score in the Random forest classifier.
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Fig. 8. Learning curve for Decision Tree Classifier (DTC) and Random Forest Classifier (RFC) for short
training data set (approximately 1600 records)
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For a data set of larger results, the learning curve reaches the mark of 1 accurancy rate.
More accurate results are obtained faster for the Random forest classifier than for the Decision
tree, as shown in Fig. 9. The highlighted area near the curve shows the difference between the
mean value and the standard deviation. Considering the absence of sharp changes in the curve,
it can be assumed that the trained model is sufficiently resistant to unpredictable data [7].
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Fig. 9. Learning curve for Decision Tree Classifier (DTC) and Random Forest Classifier (RFC) for ex-
tended training data set (approximately 6000 records)

There is used a validation curve to show the influence of the maximum depth hyperpa-
rameter on the training and cross validation scores to learn. In Fig. 10 and Fig. 11 show valida-
tion curves for Random Forest and Decision tree classifiers, respectively. The model can be
validated to avoid of underfitting or overfitting process using such curve. The maximum depth
value means the best validation accuracy at that value. In the course of training, fitting takes
place on the basis of existing and expected values, and a confusion matrix is formed. This ma-
trix is used to evaluate the classification accuracy.

According to the obtained results, bots are less experienced and contain fewer connec-
tions than ordinary users. Although, as you know, bots flood social networks intensively al-
ready today. The behavior of bots is artificial and is not based on the quality of content, but on
their quantity and mass. The main task of bots is to supplant real news, pages to replace real
ones to create the information they need. Given the definition of some parameters, it can be
argued that these bots have unnatural behavior and are significantly different from other net-
work users.

When setting up bots, research is carried out on its areas of operation and the functions it
will perform. When validating the curve, there will be a check of the learning success process.
The validation curves will show the increase or decrease in speed and their difference in devia-
tion when the values change. Usually, such dependencies grow, which indicates the possibility
of conducting their training. Under the condition of sharp changes in values or reaching smaller
or unchanged values, this means that the peak of their use has been reached.
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Fig. 10. Validation curve for Random Forest Classifier

Fig. 10 and Fig. 11 show the growth of score with increasing maximum depth for Ran-
dom Forest and Decision tree classifiers. The dynamics of the value change is almost the same,
at the maximum depth value of 3, the validation curve for the Decision tree has a higher score.
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In general, such an analysis of learning results, in addition to understanding the obtained
results, makes it possible to assess the quality of the process and choose the best parameters.

Conclusion

Social media are created for communication and exchange of ideas and information on
the Internet. Active users publish a lot of information, have many connections. Unnatural be-
havior in social networks is characterized by excessive activity of unrelated events or actions
with certain unique ratios of the amount of information on the page with the dates of their crea-
tion, etc. Bots are created for some events to spread false information for the benefit of the cus-
tomer. As a result, you can highlight several criteria, such as the number of followers, those
you follow, the date of publication of the first post, the number of mentions and other set of
attributes.

The data is compiled into datasets using a written program. Dependencies between a bot
and a regular user based on a set of defined attributes are described.

Having formed a data set for training and testing models, a comparison of data classifica-
tion methods by means of machine learning was performed. The results of the application of
the trained model were tested on the test data set and verified using learning and validation
curves.

Analyzing the obtained results, the quality of the received information, the selection and
classification of bots among ordinary users by machine learning algorithms, and the size and
presence of bots in social networks were investigated.
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BUSBJIEHHS HEITPUPOIHBbOI IIOBEJIHKH KOPUCTYBAYIB ¥
COLIAJTBHUX MEPEXAX 3 BAKOPUCTAHHSIM TEXHOJIOT'T MAILIMHHOI'O
HABYAHHA
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Indopmaris 3 comianbHUX MEpeX BIUIMBAIOTh Ha CYCIUIBbHI HACTPOi, MOMMPEHHS TYMOK Ta
peakuiit Ha noxii. Ha mommpenHs yacTto miactaBHOi iH(GopManii Ta miaOyproBaHHS JTIOACH B 4yT-
JIUBIM TEMaTHI[l 9acTO BIUIMBAIOTH INTYYHO CTBOPEHHI KOPUCTYBadi JUIsl MEBHUX MONiH. [HIIMMHI
CJIOBaMHM TaKi KOPUCTYBadi Ha3MBAIOTHCS OOTH, SKUX BapTO IIBHIKO BUSBIATH Ta OJIOKYBaTH IS
3YNHHKH IPOCYBaHHS ITEBHUX BUTIIHUX MUTaHb 3aMOBHHKaM. IIporiec BUSBICHHS MOXe OyTH aB-
TOMAaTH30BaHMII 3a JOOMOTO0 HATPEHOBAHUX MOJEJIel Ha OCHOBI 310paHNX JaHHX Ta KJIACTEpH-
3alii KOPUCTYBaviB 3a 0O3HAKaMHu MpUTaMaHHUM O0oTaM. Cepeq 3rajlaHuX BiIMiHHOCTEH € iH)Op-
MaIlist PO KUTBKICTh MiANMCHUKIB Ta Ipy3iB, aKTUBHICTH IMyOuiKaii mocTiB, HasBHICTH (oTo, na-
Ta CTBOPCHHS aKayHTa Ta iHIIe.

BinpmicTs wacy ans aHaMITHYHHX €TaliB BUTPAadaeThes Ui popMyBaHHS HaOOpiB maHHX. Y
poOOTi BUKOPHCTAHO METOJT 300py 3 BMICTY BeO €lIEeMEHTIB BeO CTOPIHOK y Opay3epi. BpaxoByro-
YHM BUKOPHUCTAHHS KOMIUIEKCHOTO IiIX0y 3i 300py JaHUX IPO KOPHCTYBAUiB 3 KiJIBKOX COIliaib-
Hux Mmepex Instagram, Facebook ta Twitter, Besmkuii 06’eM qaHuX pi3HOro GHopmaTy Ta CTPyK-
TypH CTAQHIAPTU30BAHO IIiJ{ OJHAKOBHII ma0I0H. /ISl TpEeHYBaHHS Ta TECTYBaHHS MOJENISH OIH-
CaHMi CIIOCI0 aBTOMATH30BaHOTO 300py JAHKX 3 JOMOMOrow (ppeiimMBopky Selenium 3i cropinok
KOpHUCTYBadiB B HaOopH naHuX. [Ioka3aHO KOPEJSMLilo Pi3HUX aTpuOyTIB Ta MOKAa3aHO PE3yIIbTATH
knacugikarii A BU3HAYCHHS KOPHUCTYBAadiB 3 HEMPUPOJHHOIO MOBEAIHKOI Y COLIaIbHUX Mepe-
Kax.

Jnst xknacudikanii kopucTyBadiB 3a 03HAKOIO OOTY 3 BIAMIHHHUMH BiJi KOPHUCTYBadiB pHCAMH
BHUKOPHCTAHO /IS MOPIiBHSHHS KiJlbka METOJiB MaIllnHHOro HaByaHHs Random Forest, Decision
Tree, Gaussian Naive Bayes, K-Nearest Neighbors, Support Vector Classification. Cepen sikux
HaWKpaIuM 1o ToYHOCTi BusiBuBCst Decision Tree. Ha ocHOBI TecToBOro Habopy JaHUX BUKOHAHO
knacuQikalio JaHUX PO KOPUCTYBadiB Ha OCHOBI HaB4YeHOI Mogeni. OTxe, y poOOTi moKa3aHO
MOJKJIMBOCTI peajisamii orepariii 300py, ompaifoBaHHs, IPOMDXHOTO aHaJi3y Ta Kiachdikamii
KOPHCTYBauiB Ha HasABHICTh OOTIB y COIIabHUX MEpekKax.

Kniouoei crosa: 60T, MalIMHHE HABUAHHSA, COIiaNbHA Mepexa, Kiacudikamis TaHuX, 30ip ma-
HHX.
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