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This article is focused on the influence of the learning rate parameter on the training results of 

pre-trained transformer models: BERT, DistilBERT, ALBERT, and XLM-RoBERTa. As data for 

models training and testing dataset from HuggingFace portal is used. This dataset contains labeled 

data for both testing and training purposes. Moreover, it contains unlabeled data for unsupervised 

models and algorithms. Instead of direct training and testing, Trainer and TrainingArgument classes 

from the HuggingFace portal were used. For batch formation, DataColator class was utilized. 

Different metrics of model training efficiency were considered: learning time, the output of 

validation and training loss functions. Work result allows comparing the efficiency of every 

observed model in binary text classification tasks standalone or in assembly with other models.  

Keywords: transformers, binary text classification, BERT, ALBERT, DistilBERT, XLM-

RoBERTa. 

 

Introduction.  

In the modern world, computers are used in every field of people’s life. Starting with 

computers, which are used in everyday life, continuing with devices that are utilized in modern 

vehicles to the big industrial companies, everywhere much automation is present. And all those 

devices are communicating with controlling computers or among themselves using data. 

Furthermore, with all new technologies being invented the amount of generated data is increasing 

dramatically. According to IDC [1], it was estimated that overall digital data had reached around 

100 zettabytes in 2023 and will reach around 173 zettabytes by 2025. Thus the interest in 

algorithms and mechanisms for data analysis is increasing. In addition, it was estimated [2] that 

only around 20% of data is structured, while nearly 80% of data is unstructured, with text being 

one of the most common types of this kind of data. 

In recent years different methods for data analysis have been created, beginning with simple 

linear models to complicated multi-layers neural networks [3, 4]. All of them have advantages 

and disadvantages and are utilized according to the task. For text analysis [5-13] many methods 

were researched as well, but game-changer technology was introduced by Ashish Vaswani et. 

al. in the [14]. In this work, transformer architecture was proposed and the attention mechanism 

was reimplemented: instead of using an RNN-based encoder-decoder mechanism, it was 

implemented by dispensing with recurrence and convolutions or relying solely on a self-attention 

mechanism. Based on this paper new methods for Natural Language Processing (NLP) [15] were 

created. One of the most important was the introduction of the BERT [16] model. 

BERT or Bidirectional Encoder Representation from Transformers is an open-sourced NLP 

pre-trained model. This model is the first deeply bidirectional, unsupervised language 
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representation that was pre-trained using only a plain text corpus of unlabeled text. A large 

amount of research was conducted about the BERT model itself, and many new models were 

created based on BERT. RoBERTa [17] is a robustly optimized BERT approach. Both RoBERTa 

and BERT use masked language models, but they utilize them in different ways. With BERT, 

masking is performed only once during the preparation, and it masks each sentence in 10 

different ways. With RoBERTa masking is done dynamically during training when a sentence is 

incorporated in a batch, so the number of different masked versions is not bounded as in BERT. 

DistilBERT [18] is a distilled version of BERT. It uses roughly the same architecture as BERT 

but with some changes, like fewer encoder blocks or removed token-type embeddings and the 

pooling functionalities. The aim of DistilBERT is to be as much as possible efficient as BERT, 

but with a smaller model and with greater training speed. ALBERT [19] is a Lite BERT. It was 

introduced at around the same time as DistilBERT and likewise it has a smaller model and can 

be trained faster. But these gainings are not obtained by cutting the performance of the model, 

unlike DistilBERT. The difference between them is in the way both models are structured. 

Described models are pre-trained meaning that they were developed and trained on large 

datasets to solve a specific task by another person or group of people. Pre-trained transformer 

usage has many benefits. Such models reduce computation costs, training time is decreased, and 

they allow usage of the state-of-art models without the necessity of creating it all by yourself. 

Moreover, they outperformed recurrent neural networks in NLP tasks. Although, in particular 

cases with additional adjustments, other models, like convolutional neural networks [20] can do 

certain tasks better than transformers. This is the reason why for some tasks it is recommended 

to train models with a dataset specific to the issue. This process is also known as fine-tuning. 

When a model is being tuned, it is trained with a number of different parameters that might have 

an influence on performance, training time, model size, required memory for training, etc. 

To evaluate the efficiency of transformer models many measurement metrics can be used: 

accuracy, precision, F1-score, recall, etc. In this paper two metrics are used: validation and 

training loss. The training loss metric assesses how well the model fits training data. It is 

computed after each batch of data. On the contrary, the validation loss metric indicates the 

performance of trained models on data that the model has never seen before. Another important 

metric is the time that is consumed by a model to be trained. Validation loss, in contrast to 

training loss, is computed after each epoch. Thus, it demonstrates whether the model requires 

additional fine-tuning or not. Combined, these metrics indicate which aspects of the model might 

require additional training, and avoid training issues such as overfitting. Model training is 

expensive both in money and computation cost, hence the less time is consumed, the cheaper 

and more profitable it is. 

The purpose of this paper is to analyze the influence of the learning rate hyperparameter on 

the training and validation loss, and the time consumed for model training with all described 

transformers in binary text classification tasks.  

 

Methods and materials. 

As data for the research, the dataset [21] was used from the HuggingFace portal [22]. To 

conduct experiments with the same data across all the models only the first 20% of the dataset, 

or 5000 records, were used because of the limited amount of memory in the GPU. Only the 

labeled part was used for the experiment. Figure 1 demonstrates that labeled records are stored 

as a dictionary with two pairs of values. 
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Fig. 1. Example of a labeled record in the dataset. 

 

The experiments were conducted on the NVIDIA GeForce GTX 1080 Ti GPU. All used 

models and tokenizers are available on the HiggingFace portal and are accessible by the next 

names: 

- bert-base-uncased; 

- distilbert-base-uncased; 

- xlm-roberta-base; 

- albert-base-v1. 
 

For batch formation, DataColator class from the HuggingFace portal was used. Trainer and 

TrainingArgumets classes from the same portal were utilized for easier feature-complete 

training. 

Results and discussion. 

All models were trained in 3 epochs, with a static value of training and evaluation batch 

size of 8, weight decay was set to 0.01, evaluation and save strategies were set to epoch. 

 

Table 1. Time of model’s training. 

Transf

ormer model 

Learning rate 

1𝑒−4 1𝑒−5 1𝑒−6 1𝑒−7 

Time, m:s 

BERT 16:16 16:37 16:19 15:21 

RoBE

RTa 
18:44 19:00 27:56 18:52 

DistilB

ERT 
09:03 8:25 8:21 8:22 

ALBE

RT 
16:34 16:21 16:36 15:36 
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Table 1 presents the difference in time consumption between different models and with 

different learning rate parameter values. We can see that DistilBERT shows the least training 

time for most learning rates, being less than the second-best model nearly two times. The model 

that took the longest to be trained is ALBERT. Also, it is clear that the learning rate parameter 

has an influence on the training time for most models. All except DistilBERT have a difference 

in time from 40 seconds to 9 minutes. The consumed time for the model's training was only 

under 30 minutes in that case, but with a bigger model, the difference in training time with 

various learning rate parameters can be days or more. However, it doesn’t show any particular 

dependency pattern of training time to learning rate value. 

 

 
Table 2. Influence of learning rate parameter on training and validation losses for BERT 

transformer model. 

E

poch 

Learning rate 

1𝑒−4 1𝑒−5 1𝑒−6 1𝑒−7 

T

L 

V

L 

T

L 

V

L 

T

L 

V

L 

T

L 

V

L 

1 
0

.0014 

0

.0004 

0

.0128 

0

.0001 

0

.075 

0

.005 

0

.6049 

0

.202 

2 
0

.0 

0

.0002 

0

.0001 

0

.0005 

0

.051 

0

.002 

0

.1945 

0

.1328 

3 
0

.0 

0

.0001 

0

.0001 

0

.0005 

0

.0028 

0

.0016 

0

.1413 

0

.1234 

 

 

The task that is being done with the models is a binary text classification by the sentiments. 

All models are trained on the same data with identical learning rate parameter.  To evaluate the 

influence of the learning rate parameter value on the training process two parameters were 

considered: Training Loss (TL) and Validation Loss(VL). 
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Table 3. Influence of learning rate parameter on training and validation losses for RoBERTa transformer 

model. 

E

poch 

Learning rate 

1𝑒−4 1𝑒−5 1𝑒−6 1𝑒−7 

T

L 

V

L 

T

L 

V

L 

T

L 

V

L 

T

L 

V

L 

1 
0

.0047 

0

.0 

0

.006 

0

.0001 

0

.138 

0

.0018 

0

.6675 

0

.362 

2 
0

.0 

0

.0 

0

.0001 

0

.0001 

0

.003 

0

.0008 

0

.348 

0

.211 

3 
0

.0 

0

.0 

0

.0 

0

.0001 

0

.002 

0

.0006 

0

.256 

0

.168 

 
Table 4. Influence of learning rate parameter on training and validation losses for DistilBERT transformer 

model. 

E

poch 

Learning rate 

1𝑒−4 1𝑒−5 1𝑒−6 1𝑒−7 

T

L 

V

L 

T

L 

V

L 

T

L 

V

L 

T

L 

V

L 

1 
0

.0033 

0

.0 

0

.0213 

0

.0002 

0

.137 

0

.007 

0

.575 

0

.464 

2 
0

.0 

0

.0 

0

.0002 

0

.0001 

0

.007 

0

.003 

0

.443 

0

.335 

3 
0

.0 

0

.0 

0

.0001 

0

.0000 

0

.004 

0

.002 

0

.347 

0

.294 
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Table 5. Influence of learning rate parameter on training and validation losses for ALBERT transformer 

model. 

E

poch 

Learning rate 

1𝑒−4 1𝑒−5 1𝑒−6 1𝑒−7 

T

L 

V

L 

T

L 

V

L 

T

L 

V

L 

T

L 

V

L 

1 
0

.0018 

0

.0003 

0

.0121 

0

.0004 

0

.0647 

0

.0015 

0

.3758 

0

.1943 

2 
0

.0 

0

.0001 

0

.0045 

0

.0001 

0

.0014 

0

.0006 

0

.171 

0

.0929 

3 
0

.0 

0

.0001 

0

.0 

0

.0001 

0

.0007 

0

.0005 

0

.0981 

0

.0734 

 

Fig. 2. Training and validation loss for learning rate 1𝑒−4. 
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Fig. 3. Training and validation loss for learning rate 1𝑒−5.  

 

 

Fig. 4. Training and validation loss for learning rate 1𝑒−6. 
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Fig. 5. Training and validation loss for learning rate 1𝑒−7. 

N.B. For numbers that were received after the experiment results, in case the first nonzero 

digit value after the decimal point was on the fifth or further position, this number was specified 

as zero in a table. But on the graphs, those numbers were used as were received. 

From the results (Table 2-5 and Figure 2-5) we can observe that for all models the best 

results were received when the learning rate value was set to 1𝑒−4. With that value, training and 

validation losses for all models were the smallest among all received results and were near 0 

after the second epoch was completed. Furthermore, for the BERT model, an additional epoch 

can be considered as validation loss continues to descend.  For the ALBERT model there where 

only one case, when received losses were bigger than in other models after training was 

completed and it was with the learning rate set to 1𝑒−6, hence it showed the worst results. All 

other learning rate values, that were experimented with, presented the best results using the 

ALBERT model. An additional training epoch can be considered for all models with all learning 

rate values except 1𝑒−4. Moreover, for all contemplated models, learning rate values smaller 

than 1𝑒−7 causes the validation and training losses to increase dramatically, even though both 

learning and training losses functions continued to decrease after training was finished. 

 

Conclusion. 

In the paper, the influence of the learning rate parameter on the training time and training 

and evaluation losses was studied in BERT, RoBERTa, DistilBERT, and ALBERT transformer 

models. The optimal value of the learning rate parameter in the binary text classification task for 

those models was considered. 

In most cases, the ALBERT model showed the smallest validation loss value, but it took 

almost the longest to train. DistilBERT was the fastest to train but it showed the biggest 

validation losses among all four models. RoBERTa showed second-best results in validation loss 

output, but it took the longest to train. The original BERT model was not the best both in the 
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validation loss and in consumed training time, which was expected, as all other modes are 

enhanced versions of the BERT. 

Those models were tested with a certain dataset for a particular task. In general, optimal 

parameters should be considered for the task and validated and tested with the dataset, with which 

the model will be used in the future. 

The results of the research can be used in tasks of binary text classification with one of the 

considered transformer models. 
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ТРАНСФОРМЕРІВ У ЗАДАЧІ КЛАСИФІКАЦІЇ ТЕКСТУ 
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У сучасному світі спостерігається швидкий ріст обсягу даних, причому значна їхня 

частка виявляється неструктурованою, включаючи великі набори текстів. Через це, попит на 

методи для обробки та аналізу даних тільки збільшується. Визначним моментом у розробці 

моделей штучного інтелекту для роботи з текстовими даними було переосмислення 

механізму уваги та створення архітектури трансформерів. Ці моделі ефективно 

використовуються для вирішення широкого спектру завдань Обробки Природного 

Мовлення (ОПМ), таких як: класифікація текстів, семантичний пошук та призначення ролей, 

розпізнавання іменованих сутностей тощо. Для тренування або налаштування 

трансформерів існує велика кількість гіперпараметрів, кожен з яких впливає на результати 

роботи моделей такого виду. Для прикладу, швидкість навчання, кількість епох тренування, 

величина зменшення ваги, стратегії оцінки і збереження та інші. Однак, досі недостатньо 

https://huggingface.co/
mailto:bohdan.pavlyshenko@lnu.edu.ua
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вивчено вплив окремих гіперпараметрів на тривалість навчання та ефективність роботи 

трансформерів. 

У роботі досліджено вплив параметру швидкості навчання на результати тренування 

попередньо навчених моделей трансформерів: BERT, DistilBERT, ALBERT, та XLM-

RoBERTa. У якості даних для тренування та тестування моделей використано набір даних з 

порталу HuggingFace. У цьому наборі є дані для тестування та тренування. Також, у ньому 

містяться дані без міток для моделей та алгоритмів без вчителя. Замість прямого тестування 

та тренування використані класи Trainer та TrainingArgument з порталу HuggingFace. Для 

формування батчів використано клас DataColator. Досліджено час тренування та такі 

метрики ефективності тренування як: втрати тренування та втрати оцінки. Результати 

роботи дозволяють порівняти ефективність кожної розглянутої моделі у задачах бінарної 

класифікації тексту окремо, або у ансамблях з іншими моделями. 

Ключові слова: трансформери, бінарна класифікація тексту, BERT, ALBERT, DistilBERT, 

XLM-RoBERTa.  
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