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It is well-known, we live in the digital industrial era and we have a lot of accumulated vol-
umes of structured and unstructured data. The accumulated data, actually, can help us make our
solutions more efficient in different areas of human activities. That is why we are trying to recog-
nize which kind of data can resolve which kind of problem. For this purpose, we have a lot of use-
ful techniques for assessment of the data feature importance.

We are more confident in feature importance techniques when we work with numerical values
of structured data because the detected objects are described by particular values. Alas, when ex-
tracting the features from unstructured data, like from images, it is still a question of how feature
importance techniques are useful because it is either a question of how we are going to describe a
detected object or which set of features might be an optimal one.

Of course, it is a good case when we can extract a lot of different features of a detected object
but how it is enough if we want to recognize it from a list of other possible objects? This problem
we are going to resolve this by an approach where we describe the nature of the detected object
via its unique features either than feature importance techniques.

In the article, we consider the state of art feature importance methods, feature extraction algo-
rithms and methodology of how to create the optimal set of feature extractors.

Keywords: Computer vision, object detection, feature importance, machine learning, water
pollution, liquid contamination.

Introduction. Object detection is one of the well-known and widespread challenges in
the industry which is being resolved by the latest achievements in computer vision (CV) with
machine learning (ML) or deep learning (DL) techniques. Of course, the latest DL approaches
are more powerful than classical ML algorithms because they use automatically trained feature
detectors instead of ML algorithms. For ML algorithms we still should prepare the feature vec-
tors. The feature extractors are prepared manually and it is the main reason why DL solutions
are more accurate and stable in object detection problems. The water pollution detection by CV
is the same problem where DL approaches are pretty good to apply but they have extra re-
quirements for physical devices to run. Sometimes we can over these requirements but some-
times we cannot for different reasons like, for example, processor and memory limitations,
energy safeness, etc.

Assuming we are working with small Edge Al devices which have an autonomous battery
and could be allocated independently in different locations, for example, on the bottom of the
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water tank, in dangerous environments with electromagnetic fields or radioactive zones. In this
case, the heavy DL solutions are not effective because of energy consumption limitations.

Water or any other liquid pollution detection is so complex problem because it is so diffi-
cult to describe and annotate the nature of the problem and measure the level of the contamina-
tion using manual-created feature extractors. In the paper, we are going to show our approach
and the results of executed experiments.

Observation of the latest approaches for solving the water pollution detection prob-
lem. The water pollution problem impacts our lifestyle and health. The boundaries of the prob-
lem are huge and generally could be classified into different types [1] where we would high-
light the pollution of industrial wastewater for our investigation.

Actually, there are a lot of different types of water pollution and each type has its own
reasons to be. Among the top 10 widespread types of pollution [2], we can notice that chemical
pollution is a major part of them. The surface water and point source types of pollution are the
most dangerous and could be detected by CV [3] with ML algorithms.

At the moment there are some efficient Waste Water Monitoring systems [4] which use
different sensor-based approaches for pollution detection and monitoring. We can consider the
system as an Early Warning system [5] because they alert us if a dangerous case is being de-
tected. The systems can detect the chemical state in the water even if we can see visually the
pollution but by using a visual channel for inspection, we can increment the quality of these
kinds of systems. The visual channel shows the nature of the pollution which we can recognize
visually but other sensors can recognize another nature of the same pollution and together they
can recognize the pollution by different pollution natures. This approach could increase the
quality of root cause analysis and generate more accurate signals in the Early Warning system.

Target types of pollution have no clear boundaries for annotation and we cannot crystal
clearly detect small areas of the pollution by boundary boxes. Therefore, we are going to rec-
ognize the types and levels of pollution based on manually-prepared feature extractors. The
main problem here is how to get a list of the most applicable feature extractors.

Water pollution definition. There are a lot of water pollution reasons [6] but only three
broad categories of water pollution measurements: physical, chemical and biological. Unfortu-
nately, none of them suits us because we are going to analyze by visual channel. Therefore, we
defined three water pollution types empirically based on water pollution inspection:

- the category “turbidity”, contains very small particles which we cannot see with our

eyes;

- the category “muddy”, contains special fluids which change water consistency and

muddiness;

- the category “solid”, contains non-filterable divided solids which we can see with our

eyes;

From the proposed approaches [7] for the water pollution level measurement, we can
choose the parameter turbidity [8] which might be measured by a nephelometer or turbidime-
ter. These devices are good to use when we resolve a regression problem either than classifica-
tion. Resolving the classification problem, we defined 5 levels of visually detected water pollu-
tion:

- level 1, clear water without any pollution. This level could be different for different

water environments;

- level 2, is slight turbidity but all the objects in the background could be seen clearly;

- level 3, is turbidity where we cannot see the edges of the objects in the background

clearly;
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- level 4, is pollution where we see the not transparent areas but they are distributed in

the image.

- level 5, is pollution where we cannot recognize the objects in the background.

The investigation of the existing data sets showed that we have no data set with criteria
defined for our Early Warning system but we can use some samples from others with some
corrections in annotations. We prepared a list of samples in the range from level 1 to level 5
with all types of pollution. The idea is to have a range of samples for visual comparison of dif-
ferent feature extractors. It is a useful approach in the initial stages of discovery. Below in fig.
1, we can see the samples which were used for the experiments.
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Fig. 1. The levels of water pollution

In the samples, we have different cases of water pollution for visual inspection of the effi-
ciency of the feature extractors. These experiments give us intuition on how to group or asses
feature extractors.

Measurement criteria. Analyzing the outputs of feature extractors we can do some re-
marks about the nature of the pollution:

- Blur - is the main part of turbidity nature. All other different kinds of extractors com-
pensate for the particle's turbidity nature.

- Kernel-based / convolutional-based features are perspective options which could be
very helpful but still, we need to investigate this option. Possibly, it could be the solution for
extra blurring description and detection.

- Colour-based features show a good impact but in HCV format where each channel
could be considered independently.

- Statistics-based features influence the results of prediction and help to split fluid tur-
bidity from particle one.

- We have seen fewer impacts of contour-based features but still useful.

The results of the experiments are shown in fig. 2.

Basically, we prepared over 100 different feature extractors which can detect over 600
features from the images. Some of them could be discovered visually like different filters or
other kinds of image manipulations (fig. 3). Applying different filters, we have different results
which should be processed.
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c_BackProjection c_EntropyShannon c_GammaCorrection c_UniformFiltering

value rank  value rank value rank value rank

samples/ft_1.jpg 9.312775 21 7.056964732 13 97.803675 9 99.1110375 AT,
samples/ft_2.jpg 11.90471875 18 7.06382241 12 103.1914729 5 97.613325 31
samples/ft_3.jpg 1.1301375 40 7.253616404 2 100.4186083 6 96.2997875 37
samples/ft_4.jpg 1.02559375 44 6.741923246 18 109.8334667 1 97.410375 34
samples/ft_5.jpg 14.3691125 15 7.160760019 6 105.6131042 3 93.66601458 49
samples/ft_6.jpg 16.63958125 13 7.101865818 10 109.2029917 2 94.14169792 46
samples/ft_7.jpg 7.097981198 25 6.506074629 23 66.41096032 32 100.7028083 7

samples/ft_8.jpg 79.52924609 1 6.643398523 20 83.54529032 18 99.66619617 12
samples/ft_9.jpg 1.101153786 41 6.71051911 19 75.11003488 28 98.77033047 23
samples/ft 10.ipa 1 47 6.351422924 28 71.78408914 29 100.9994777 6

Fig. 2. Results of experiments
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Fig. 3. Types of physical turbidity

Also, we prepared a lot of Gabor filters as it is shown in fig. 4. We can use one Gabor fil-
ter or use a collection of them. It depends on the requirements.

Fig. 4. Collection of Gabor filters

7/

The more filters we have the more the training process of the ML model becomes difficult
for different reasons. The big problem here is how to balance the feature extractors and how to
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choose the optimal set of feature extractors. The scikit-learn framework has appropriate tools
for feature importance investigation. For example, we can see the results of the investigation of
some feature extractors in fig. 5.

Feature Importances of 20 Features using RandomForestClassifier

Feature Importances of 20 Features using AdaBoostClassifier

Extrightness I
Exconvast | I
Earourier NN
Extangularity I

edse2 I

excammaLogaritic [N
ExtEntropyShannon [N
Excolorfuliness I
ExtColor NN
ExtaplacianPyramid [N
evariance

EaSIFT

ExtHanisComer

EXKAZE

Exsharpness I ——

Extaveragescrisy I exaveragescrisy [
eashapnes: I
Eacabor I ——
eaioc I—
Eacaborsd
EaLspicin

BacConvast | N—
Exbrightness I
Ecaborsd |

Exentropyshannon [N
ExtGammaLogarithmic I——
ExtColorfullness N
EaColor I
Exvariance I
eioc I
ExtarisComer [T
ety I
EaGabor I

Extrourier NN
EdLaplacian [N
Extanguiarity I

exdLaplacianPyramid [
eacaze
easFT

Fig. 5. Feature importance with scikit-learn

Pair analysis is one of the powerful techniques how to choose the best feature extractors.
We use Pair-plot from the seaborn python-based library. The results can be seen in fig. 6-7.
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Fig. 6. Pair-plot for 32 feature extractors pair analysis
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Fig. 6. Pair-plot for 9 feature extractors pair analysis

Motion Blur is present in several frames. As a model works with independent frames, the
predicted level of turbidity is high due to a Motion Blur.

self.a0ps.RandomBrightness(probability=1.8, min_factor=6.5, max_factor=1.5),
self.a0ps.RandomColor (probability=1.8, min_factor=6.5, max_factor =1.5),
self.alps.RandomContrast(probability=1.8, min_factor=0.5, max_factor =1.5),
self.a0ps.Skew(probability=1.8, skew_type='TILT', magnitude=8), # -> to exclude

4 self.a0ps.Rotate(probability=1.8, rotation=98), # one of the best

self.a0ps.Rotate(probability=1.8, rotation=270),
self.alps.RotateRange(probability=1.8, max_left_rotation=25, max_right_rotation=25),
self.a0ps.Zoom(probability=1.8, min_factor=1.1, max_factor=1.6),

8self.aOps.Flip(probability:l.e, top_bottom_left_right='LEFT_RIGHT'), # one of the best

1"

self.alps.Flip(probability=1.8, top_bottom_left_right='TOP_BOTTOM'),

self.a0ps.CropRandom(probability=1.0, percentage_area=8.5), # -> to exclude

self.alps.Resize(probability=1.6, width=250, height=258, resample_filter='NEAREST'), # one of the best

self.a0ps.Shear(probability=1.8, max_shear_left=20, max_shear_right=20),

self.alps.Scale(probability=1.08, scale_factor=1.5),

self.a0ps.Distort(probability=1.8, grid_width=8, grid_height=8, magnitude=8),

self.alps.6aussianDistortion(probability=1.0, grid_width=8, grid_height=8, magnitude=8,
corner="bell", method="in", mex=1.8, mey=1.8, sdx=1.8, sdy=1.6),

self.a0ps.Zoom(probability=1.08, min_factor=1.1, max_factor=1.6),

# self.aOps.ZoomRandom(probability=1.8, percentage_area=6.75, randomise=True),

# self.aOps.HSVShifting(probability=1.0, hue_shift=20, saturation_scale=20, saturation_shift=8,

# value_scale=15, value_shift=8),

self.alps.RandomErasing(probability=1.8, rectangle_area=0.5)

Fig. 7. Data augmentation algorithms
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Augmentation approaches were investigated too. Initially, we chose 18 algorithms for
augmentation but finally applied only 3 of them, fig. 7. The best options for augmentation are
rotation by 90, left-right flip and resizing option (250x250).

Fig. 8. Data set visualization: train set on your left, validation set on the centre, and test set on your right

The correlation between features we did in two ways: using a correlation matrix (fig. 9)
and using hierarchical clustering (fig. 10).
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Fig. 9. Correlation matrix



58 M. Lyashkevych, V. Lyashkevych, R. Shuvar
ISSN 2224-087X. Electronics and information technologies. 2022. Issue 20

LogarithmicCorrection
ContoursSquare

1.50 4 ConvexHullSquare
BrightnessHSV
Color
MeanDifferenceBGRHSV
125 LBP
GammaCorrection
GaborDiff
BrightnessMeanRMS
EntropyShannon
Fourier

— KAZE
ColorRGBHSV
SharpnessDOM
0.751 LaplacianPyramid
BrightSpots
Contrast
HOG
0.50 Entropy
GaborFiltering
ShiTomasiCorners
Variance
HarrisCorner
Laplacian

1.00

LBP
GammaCorrection
HOG

Entropy
GaborFiltering
ShiTomasiCorners

Color

KAZE
ColorRGBHSY
SharpnessDOM
LaplacianPyramid

MeanDifferenceBGRHSV

Fourier
Contrast

GaborDiff
BrightnessMeanRMS
BrightSpots
Variance
HarrisCorner
Laplacian

on

Fourier
BrightnessHSV

LBP
Gammacorrection
HOG

Entropy
GaborFiltering
shiTomasiCorners

Color

KAZE
ColorRGBHSY
SharpnessDOM
LaplacianPyramid

MeanDifferenceBGRHSY
Contourssquare

GaborDiff
BrightSpots
Contrast
Variance
HarrisCorner
Laplacian
ConvexHullSquare
EntropyShannon

LogarithmicCorrection

ContoursSquare
ConvexHullSquare
BrightnessHSV

Enti

LogarithmicCorrection

Fig. 10. Hierarchical clustering

Feature-importance experiments were planned using a list of prepared samples. We
choose over 15 ML algorithms trained them with all feature extractors and did the feature im-
portance. As result, we assess and range the results for the next iteration of the experiments. In
some iterations, we came up with the optimal list of algorithms and a list of the best-fit features
for them (fig. 11).
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Fig. 11. The results of iterative feature extractors investigation

The results of feature importance with scikit-learn for XGBoost Classifier (fig. 12).
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Optimal number of features : 16
Score 0.5009022792504652

16 features

Selected True, Feature: BackProjection
Selected True, Feature: Eigenvalues
Selected True, Feature: EntropyShannon
Selected True, Feature: GammaCamection
Selectad True, Feature: HarrisCarner
Selected True, Feature: SharpnessDOM
Selected True, Feature: UniformFiltering
Selected True, Feature: BrightSpots

Fig. 12. XGBoost Classifier

All results of the testing are shown in fig. 13. You can see apart for validation and for the
test set. Here is shown result for 16 features and 17 ML algorithms. The results of speed testing
is shown in fig. 14.

16 FEATURES

Validation set Test set

3 Accuracy F1 Score Accuracy F1 Score
! ExtraTreesClassifier 0.7846796657 0.7717460239 0.4378938809 0.4032421263
5 KNeighborsClassifier 0.7515328334 0.7471187695 0.46452531 8.4658058473
5 | SVC RBF 0.752367688 0.7398416415 0.4769262045 0.4668004926
' LightGBMClassifier 0.7259052925 0.7167150423 0.4364708274 0.4297299316
3 MLPClassifier 0.7353760446 0.7282975392 0.4157349055 0.3899099027
} | RandomForestClassifier 0.7534818942 0.7418585556 0.4315917869 0.4159638738
1 SVC 0.752367688 0.7398416415 0.4769262045 0.4668004926

XGBClassifier 0.7509749304 0.7415959786 0.43525108673 0.4223952765
i GradientBoosting 0.6707520891 0.6507026197 0.4419597479 0.4297710603
! DecisionTree 0.6208557163 0.6094482468 0.4082130514 0.4146279248
5 |SVC Linear 0.5894150418 0.5759200813 0.4879040455 0.4826170201
5 StochasticGradientDescent 0.54735376084 0.5172458554 0.4326082537 0.4170913617
" | LogisticRegression 0.5442896936 0.5226868863 0.4592396829 0.4450116637
3 QuadraticDiscriminantAnalysis 0.5323119777 0.5512736445 0.3262858305 0.3322134888
1 AdaBoostClassifier 0.5292479109 0.5138256234 0.4718438707 0.472097973
) Perceptron 0.443454039 0.464814328 8.3073795487 8.3132078972

GaussianNhB 0.3635097493 0.3678343891 8.3771091685 0.3713857169

Fig. 13. The results of the training
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'Colortoefs 1' '"FourierHighFreqVar' 'Kurtosis_X' 'Kurtosis Y'
'%tructureTcnsor_O' 'ContoursSquare_1' 'Sharpen' 'Emboss'
"UnsharpMasking5x5' 'SobelTop' 'SobellLeft' 'TAS_1' 'TAS_2' 'FOS_Variance'
'"FOS_Kurtosis' 'FOS_CoefficientOfVariation' 'FOS_10Percentile’
'FOS_25Percentile’]

For BlurConvKernels time of execution is:
For BlurFourier time of execution is: 8.8116
For BlurLaplacian time of execution is:
For BlurTenengrad time of execution is:
For Color time of execution is: ©.8017
For ColorcCoefs time of execution is: ©.8212
For FourierHighFreqVvar time of execution is:
For ImgStatistics time of execution is:
For StructureTensor time of execution is:
For ContoursSquare time of execution is:
For ConvKernels time of execution is: 8.8011
For SobelKernels time of execution is:
For ExtTAS time of execution is: 0.8207
For TexturalFO5s time of execution is: ©.8195

Total execution time of all extractors: 0.8939

Fig. 14. Testing results of feature extractors speed

When we have the speed of the extractors, we can pick up the best fit set of features based
on speed requirements.

Summary. Water quality monitoring is a crucial aspect of protecting water resources.
Under the Clean Water Act, state, tribal and federal agencies monitor lakes, streams, rivers and
other types of water bodies to determine water quality conditions. The data generated from
these monitoring activities help water resource managers know where pollution problems exist,
where to focus pollution control energies [9] and where progress has been made.

Our solution is called to enhance the existing solutions built based on chemical sensors
whereby extra visual channels are driven by CV. Also, it could be possible to do this in dan-
gerous electromagnetic waves and radiational areas.
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OTPUMAHHJ CITMCKY BUJOBYBAYIB O3HAK HA OCHOBI METO/IIB
OIIHKH BAKJIMBOCTI O3HAK

M. JIswmkesuy, B. JIsmkesuy, P. llyBap

Kageopa cucmemnozo npoexmyeanms,
Jlveicvkutl nayionanvruil ynieepcumem imeni leana Opanka,
syn. Ipacomanosa, 50, Jlveie, 79005, Yrpaina
Vasyl.Liashkevych@Inu.edu.ua

Sk BiZOMO, MU XHBEMO Y HU(POBiH 1HIYCTpiaJIbHIN ermoci 1 M MaeMO 0araTo HaKOMUYEHHUX
CTPYKTYPOBAaHHUX 1 HECTPYKTYPOBaHUX JaHuX. Hacnpasai, CTpyKTypOBaHi 1aHi MOKYTh JOTIOMOT-
TH HaM 3pOOUTH Hamli pileHHs OUThII e(heKTHBHUMHE Y Pi3HUX 00JaCTSIX isTIBbHOCTI JroauHH. Le
TOMY MH HaMaraemocst pO3Ii3HaTH SKi THIM JaHUX, SKi caMe TUIH Mpo0i1eM po3B’s3yI0Th. 3 i€
METOI0, MU MaeMO 0araTo KOPMCHHX METOJIB IS OLIHKKM BaXJIMBOCTI o3Hak manux. Scikit-learn
1Ie € HAOTBI IonyJIsipHa 6i0Ti0TeKa cepell HAyKOBIIIB, peallizoBana Ha MoBi Python, sika n103Bo-
JIsI€ TOCHIZDKYBATH BOKIIUBICTh O3HAK JAHUX.

3a3BHuaii, HAyKOBII OLTBII YIIEBHEHI Y METOaX BAKJIMBOCTI O3HAK KOJM BOHH IMPAIFOIOTH 3
YHCIOBIMH 3HaYEHHSIMHU CTPYKTYPOBaHUX JaHUX TOMY, IO 00’ €KTH, SKi pO3II3HAIOTHCS, OIHCA-
Hi KOHKPETHHMH 3Ha4YCHHSIMU y Tabnuisx. Haxaib, KO MU BUOOYBaEMO O3HAKH 3 HECTPYKTY-
POBaHMX JaHUX, SIK HANPHKIIAA PUCYHKIB, 1€ 1€ € MUTAHHS HACKUIBKA METOH OLIHKH Ba)XKITUBO-
CTi O3HaK € KOPUCHUMH TOMY, IIIO II€ € CKOpillle MUTaHHs OMKCY 00 €KTIB, O PO3MI3HAIOTHCS UH
sIKa MHOYKMHA 03HAaK MOTJ1a OM OyTH ONTHMAIIBHOIO.

Hacnpapni He MOJMXJIMBO OJHO3HAYHO BiJTOBICTH HAa NHTAaHHS CKUJIBKH PIi3HUX O3HAaK 3
00’€KTiB, II0 IETEKTYIOTHCS, HaM MOTPiIOHO a0W MM MOTJIH X Knacu(iKyBaTH 3 BUCOKOIO iMOBIp-
HicT0. Hackinbku e “mocTaTHho” y BUMAIKY, KOJM MU XOUEMO PO3MIi3HATH Ili 00’ €KTH 31 CITUCKY
iHmmx 00’exTiB? JlaHy mpobiemMy MU 30MpaeMOCsi BUPIIIUTH MiAXOA0M, KOJIA MU OMHCYEMO (i-
3UYHY IPUPOY 00’ €KTIB, IO AETEKTYIOTHCS Yepe3 iX yHIKalIbHI O3HAKH CKOpIIIe HiXK 13 BUKOPHUC-
TaHHS METOJIB OI[IHKM Ba)KIMBOCTI O3HAK. METOAM OIIHKM Ba)KIIMBOCTI O3HAK € KOPHUCHUMH IS
HAaC Ha MOYaTKOBUX €Tamax, a TAaKOXK IS OLIIHKH OTPUMaHUX pe3yJIbTaTiB.

VY craTTi, MU PO3IIIAAAEMO CYYacHI METOIU OIIHKH BaXKJIHMBOCTI O3HAK, AJITOPUTMH BUA00Y-
BaHHs O3HAK i METOJOJIOTIIO SIK caMe CTBOPUTH ONTHMAalbHY MHOXKHHY BUI0OyBadiB o3Hak. J[ms
TOrO, 00 Kpallle 3aCBOITH HaBeIeHI METOJMKH, MU PO3Ii3HABAJIM y CBOIX AOCTiJax piBeHb 3a-
OpYIHEHHS BOJH, @ TAKOXK THIT 3a0pYAHCHHSL.

Knrouosi cnosa: Komm’torepHuid 3ip, po3mi3HaBaHHS 00’€KTiB, BAXKJIUBICTh 03HAK, MAITHHHE
HaBYaHHsI, 3a0pyIHEHHs BOJH, 3a0pyAHEHHS PEYOBHHH.

Cmamms naditiuina 0o peoaxyii 29.11.2022.
Tpuiinsama oo opyxy 05.12.2022.
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