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In this work has been investigated the possibility of using convolutional neural networks to
detect synthesized speech. The Python programming language, the TensorFlow library in
combination with the high-level Keras API and the ASVspoof 2019 audio database in flac format
were used to create the software application. The voice signal of synthesized and natural speech
was converted into mel-frequency spectrograms. The structure of a convolutional neural network
with high indicators of recognition accuracy is proposed. The learning speed of neural networks
on GPU and CPU is compared using the CUDA library. The influence of the batch size parameter
on the accuracy of the neural network was investigated. The TensorBoard tool was used to
monitor and profile the learning process of neural networks.

Keywords: audio deepfake, mel-frequency sound spectrograms, convolutional neural
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Introduction

The development of machine learning algorithms and the synthesis of human speech has
given impetus to the field of so-called "deepfake". Deepfake is an artificially created video,
sound recording or photo that copies the voice and appearance some other people in order to
mislead the viewer. Deepfake algorithms can create such fake media content that humans
cannot distinguish them from authentic ones. The number of articles related to deepfakes has
increased 20 times between 2018 and 2020, which indicates that the study of algorithms for
creating and recognizing deepfakes is an interesting research trend [1].

Deepfakes are usually created and recognized using machine learning algorithms. Rapid
evolution of deep-learning (DL) methods, especially Generative Adversarial Networks (GAN),
have made it possible to generate deepfakes to disseminate disinformation [2]. In literature,
several techniques based on deep learning have been proposed for deepfake detection:
convolutional neural network (CNN); recurrent neural network (RNN); long short-term
memory (LSTM) [3]. Also, the traces left by the Generative Adversarial Network (GAN)
mechanisms during the creation of Deepfakes can be detected by discrete cosine transform
(DCT), analyzing special frequencies that represent a unique imprint of different generative
architectures [4]. Classical algorithms for classifying natural, synthesized, and vocalized sound
(without the use of DL) [5-6] used pitch change templates.
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The constantly improving tools for creating deepfake become more sophisticated and that
makes the results of using them more dangerous. Therefore, programs for the recognition of
deep fakes, which use and combine several methods of recognition of audio-visual speech,
recognition of emotions, speech and visual tasks are being developed [7]. The most
complicated for recognition are audio deepfakes because unlike video depefake they are very
difficult to be recognized by a human ear. Now we can notice the increase rise of popularity in
use of voice-controlled systems that identify a user by the voice, but such systems are
particularly vulnerable to audio deepfakes. Right now it is a big necessity to develop
algorithms and systems that allow you to detect synthesized sound recordings and use them for
voice communication over the Internet.

Conversion of audio signal into spectrograms

The data set ASVspoof 2019 includes voice recordings of 107 people who speak English
as well as recordings created by 19 different voice synthesizers. ASVspoof, now in its third
edition, is a series of community-led challenges, which promote the development of
countermeasures to protect automatic speaker verification (ASV) from the threat of spoofing

[8].

Sound recordings are stored in flac format, which is a bit inconvenient to use, but allows
to reduce the amount of data to download. Audio recordings have a sampling frequency of
16,000 Hz and a bit rate of 16 bits. The data set is divided into 3 parts:

* Data for network development

* Training data (25380 records)

« Data to be checked (71237 records)

The flac audio signal has been converted to .wav, because flac format is not supported by
most libraries for audio. To transcode audio to WAV format, use the utility ffmpeg. The
ffmpeg utility allows you to transcode audio, video into the most popular formats, and also has
high speed due to the use of the C ++ programming language and parallelization of the
encoding process. The input method takes the file name and voice authentication. To generate
the spectrogram, the program reads the audio signal, its sampling rate and creates a matplotlib
canvas of 0.72 inches and 400 dpi without axes. Spectrogram is generated using the
melspectrogram method from the librosa library. The process of building a spectrogram takes
quite a long time, for example, the generation of spectrograms for a training data set takes 1
hour on a 6-core Intel Core i5 9600k 4.3 GHz processor. As a result, spectrograms of
synthesized and natural speech were obtained. Figure (Fig. 1) shows spectrograms for natural
and synthesized speech.

Visual analysis and comparison of spectrograms of natural and synthesized speech show
the absence of clear visual signs by which it would be possible to clearly say to which type of
speech (natural and synthesized) these spectrograms belong.

Modeling, training and testing of convolutional neural networks

The Tensorflow library in combination with the Keras APl was chosen for the
development and training of convolutional neural networks. Functional API for Keras is used
to design the structure of the neural network and implements models as a directed acyclic
graph [9]. This representation of the network allows more flexibly describe the structure of the
neural network, reuse network layers, save and restore the network model.
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Fig. 1. Spectrograms for natural and synthesized speech.

A convolutional neural network is constructed from several layers of convolution, layers
of maximum and average subsample. A single-neuron layer with a sigmoidal activation
function stands at the output of the neural network and answers the question of whether the
voice on the recording is synthesized. The neural network model that showed the best results is
shown in (Fig. 2)
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Fig.2. Neural network model.

To improve the quality of training, we will allocate 20% of training data for validation in
the training process. The validation process during training will improve accuracy and identify
possible network retraining. The image_dataset_from_directory method loads images from a
directory. All images must be in a subdirectory of their class. Two classes of images with
natural and synthesized voice correspond to identifiers 0 and 1. The label_mode parameter is
responsible for the method of assigning the corresponding identifier to the classes. The
batch_size parameter determines how many images are processed in one learning step. Also,
this parameter affects the accuracy of the network and the speed of the learning process.
Network verification data downloaded separately. The accuracy of the network after training is
checked for data unknown to the network.
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The Adam optimizer with a learning speed of 0.001 was used to train the model. Since we

need to distinguish between two classes of data, the loss function will choose binary cross-

entropy (logarithm of losses). The neural network has been studied for 20 epochs. As a result

of training, the following values were achieved: accuracy (training) 0.99 and validation

accuracy 0.98 (Fig. 3); the loss function reached 0.02 in the training sample and 0.03 in the

validation sample (Fig. 4).

After learning the network, network was tested using data that the network did not see

during the training. As a result of testing, accuracy of 0.9147 was obtained.

accuracy: 8.9147
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training function during training

Using GPU to Speed-up Deep Learning

One of the benefits of working with TensorFlow is the ability to use all of your
computer's resources to learn about the neural network. It is known that to increase the speed of
the learning process of neural networks to recognize deepfake can be using graphics
processors, To get started with the GPU, download the appropriate version of tensorflow-gpu,
as well as libraries CUDA and cuDNN [10]. Developed by Nvidia for its GPUs, CUDA
technology has made it possible to perform parallel computations using GPU cores. OpenCL
technology is not supported by the TensorFlow library, so it could not be used for calculations.
To determine the impact of using a graphics processor on the learning time of the neural
network, an experiment was conducted in which we will train the neural network for 5 epochs
with the parameter batch_size = 32 and 64 on the CPU and GPU. The experiment was
performed on an NVIDIA GTX 1060 6GB graphics processor and an Intel Core i5 9600k CPU.
The results of the experiment are in the table (Table 1).

Table 1. Comparison of learning speed of neural networks on CPU and GPU

Processor Batch_size Step training Epoch training
type time, ms time, s
GPU 64 170 50
GPU 32 90 61
CPU 64 660 210
CPU 32 332 211
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Experiment results confirm the well-known fact that the use of a graphic processor for
learning neural networks has a significant effect on increasing the speed of the process. Even
better results could be achieved if the graphics processor used for the experiment was equipped
with specialized tensor cores and a large amount of video memory.

The batch_size parameter also affects the learning speed of the neural network, but the
amount of video memory on the computer does not allow it to be set too high, so a lot of time
is spent by copying data from disk to video memory of the graphics processor. This parameter
can significantly speed up the learning process in more complex neural networks with more
hidden layers. The batch_size parameter does not affect the learning speed of the neural
network using the CPU because most of the time is still spent on mathematical calculations and
not on working with memory. As was found during the neural network learning process, the
batch_size parameter to have a strong effect on network accuracy. The experiment was
performed with neural network training for 5 epochs with different values of the batch_size
parameter. How batch_size parameter effects the validation accuracy of the network are
presented in Table 2.

Table 2. Influence of the batch_size parameter on the validation accuracy

Batch_size Validation
accuracy

32 0,9799

64 0,9476

84 0,9281

As can be noted from Table 2, the accuracy of the network is the smaller, the larger the
Batch_size parameter. This effect can be explained by the fact that in large groups of data,
contradictions occur more often during the gradient descent and it is not as rapid as in case of
smaller groups of input data. As can be seen from Fig.5, the loss function during neural
network training for parameter batch_size=32 is always less than for parameter batch_size=84.
Reducing the loss function for large data groups can be achieved by increasing the learning
speed of the network, which affects the weight of each gradient descent. The curves for the loss
function during training with a learning speed of 0.003 and 0.001 are presented in Fig. 6. As
can be seen from Fig.5 for a larger value of the learning speed we obtain smaller values for the
loss function.

Neural network learning is a process that requires a large number of attempts to select the
correct model, hyperparameters, optimizer and network loss functions. TensorBoard tool
created by TensorFlow developers to analyze the processes that occur with data and parameters
during neural network learning. TensorBoard provides visualization, tools needed to
experiment with machine learning and profile the learning process of the network.

During the learning process with logging, TensorFlow writes the relevant data to the
specified folder in real time. TensorBoard uses a web browser to display model parameters
(neural network weight and offset) and metrics (loss or accuracy values) in Fig.(3,4) and
others. TensorBoard quickly notices problems such as retraining or a slow gradient descent.
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The TensorBoard web interface for the profiler tool is shown in Fig.7. The Profiler tool
displays statistics on the use of computer resources during network training. It records the time
it takes to complete operations, the time it takes to complete the complete steps, gathers
information about resource usage in terms of time and memory, and provides visualizations to
understand this information. Such information is very important for finding possible
optimizations of the learning process because the time spent learning the network strongly
affects the speed of finding the optimal network structure. The profile_batch parameter should
be added to tensorboard_callback in order to enable profiling. Neural network profiling
presented in the article found that 60% of network learning time is spent on memory operations

(Fig. 7).
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Fig.7. TensorBoard interface for Profiler tool

Conclusion

New tools for manipulation based on artificial intelligence give very convincing results in
the field of generation audio deepfake. The article explores the possibility of using deep
learning to distinguish deepfake from reality. The structure of a convolutional neural network
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with high indicators of recognition accuracy is proposed. A convolutional neural network is
constructed from several layers of convolution, layers of maximum and average subsample.
The accuracy of the network is the smaller, the larger the Batch_size parameter. This effect can
be explained by the fact that in large groups of data, contradictions occur more often during the
gradient descent and it is not as rapid as in case of smaller groups of input data. The
TensorBoard tool was used to monitor and profile the learning process of neural networks.
Neural network profiling presented in the article found that 60% of network learning time is
spent on memory operations. The created neural network can be used in voice verification
systems of users and will allow to check communication channels on attempt of attack by
means of the synthesized language.
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MBUJAKICTbD HABYUAHHSA 3I'OPTKOBUX HEIZIPOHHI/IX MEPEX HA GPU TA
CPU U1 BUABJIEHHSA CUHTE30OBAHOI MOBH 3A JIOITIOMOTI' OO
CIIEKTPOI'PAM
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P03BHTOK aropUTMiB MAIIMHHOTO HAaBYAHHS TA CHHTE3Y JIFOJICHKOI0 MOBJICHHS JaB MOIITOBX
cdepi ctBopeHHs Tak 3BaHuX “‘deepfake”. Jlindeiik — me mTy4yHO CTBOpEHE BijeO, 3BYKO3AINC,
¢$oTO, SAKi KOMIIOIOTH TOJNOC 1 30BHIIMIHIN BUTIISAA 1HIIUX JIOAEH UIS TOTO OO BBECTH TJsAiada B
oMmaHy. 3a3BU4ail IinQelKu CTBOPIOIOTHCS 32 JOMOMOTOI0 AITOPUTMIB MAIIMHHOTO HABYAHHS.
IHCTpYyMEHTH U1 CTBOpEHHS [MindelKiB MOCTIHHO BIOCKOHAMIOIOTBCS 1 CTAOTh Jenani
HeOe3neuHimumu. Cepen HUX AyKe HEOE3NMeUHNMH € ayaio Himdeikn ToMy, mo iX Iyxe BaXKO
PO3Mi3HATH JIFOJIMHI Ha BiMiHY Bia Bifeo. Takok aedani MOMyJSPHIIIAMH CTalOTh CHCTEMH 3
TOJIOCOBUM KEPYBAHHSM, SIKi JJO3BOJIIIOTH IAEHTU(IKYBaTH KOPHCTyBa4a 3a JJOMOMOIOIO TOJIOCY.
Came Taki CHCTEMH € OCOOJNMBO BPa3IMBHUMHU 10 ayAio AiNdeikiB. ANTOpUTMH i CHCTeMH, SIKi
JI03BOJIIFOTH BHSIBUTH CHHTE30BaHI 3BYKO3AIlMCH CTAHOBJIATH BENUKY I[IHHICTB VIS TTOJAJIBIIOTO
ICHYBaHHs TOJIOCOBOT KOMYHIKaIlii Yepe3 Mepexy iHTepHET.

B poGoti po3pobieHo 1 HATPEHOBAHO 3rOPTKOBY HEHPOHHY MEpPEXy AN AETEKTYBaHHS 1
knacugikamii CHHTE30BaHOTO MOBIECHHS. HelpoHHy Mepexy MoOYyZOBaHO 3 JAEKUTBKOX IIapiB
3TOPTKH, IIapiB MaKCHMalbHOI 1 ycepegHeHoi migBuOipku. Ha BuXomi HEHpOHHOI Mepexi
PO3MILIEHO IMIap 3 OJHUM HEHpPOHOM 13 CUTMOiNambHOIO (PYHKII€I0 aKTUBamii IJI1 BU3HAYCHHS
THUITy MOBJIEHHsI. P03p0o0ieHO CKpHUIT IJIst reHepalil MeJ-CIeKTporpaM 3 BXiTHOTO ayiOCHTHAIY.
BizyanpHuii aHanmi3 Ta CIIBCTaBJIECHHs CIHEKTPOTpaM NMPUPOJHBOIO Ta CHHTE30BAHOTO MOBJICHHS
MOKa3ye BIICYTHICTh YiTKMX Bi3yalbHHUX O3HAK 33 SKUMH MOXKHa OyJio O 4iTKO CKa3aT JO SIKOTO
TUITy MOBJIEHHS (IIPUPOJHBOTO YM CHHTE30BAaHOTO) BITHOCATHCA Li criekTporpamu. OTpuMmana
HEHpOHHA Mepexka BOJIO/iE BUCOKUMH TOKA3HUKAMH TOYHOCTI PO3Mi3HABAHHS MOBJICHHS, SIKE €
NpeJCTaBIeHe 3a JIOMOMOTOK0 CIEKTporpam. IIpoBeleHO TMOpPIBHSAHHS IIBHAKOCTI HaBYaHHS
HeiiponHnx Mepex Ha GPU 1 CPU. BukopuctaHo iHCTpYMEHT [UIl MOHITOPUHTY 1 TPOQiTIOBaHHS
mpotiecy HaBYaHHs HeWpoHHHX Mepex TensorBoard. BeranoBieHno mo 60% uacy HaBYaHHA
Mepeki BUTpAavyaeThesi Ha omeparlii poboTu 3 mam’ATTIo. JocmipKeHo BIUIMB MapameTpa
HEHpPOHHOI Mepexi batch size Ha TOYHICTH Mepeki 1 Ha MIBHAKICTH Mpolecy HaB4YaHHs. J[is
peamizarii TpOEKTy BHKOPHUCTAHO MOBY mporpamysanus Python, 6i6miorexy TensorFlow y
noexaHanHi 3 BucokopiBHeBuM API Keras, CUDA Tta 6a3y 3Byko3amucie ASVspoof 2019 y
¢dopwmari flac.

Knrouosi crosa: aynio nmingeik, Men-4yacTOTHI CHEKTPOrpaMu 3BYKY, 3TOPTKOBI HEHpOHHI
MepexXi, IBUAKICTh HAaBUAHHS HEHPOMEPEK.
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