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Actuality. Actuality of work is conditioned by the problem of development of effective
methods of defense of information in informative networks which provide the reliable functioning
of the automated systems of military purpose, that all computer systems control and connect
systems. The complex of experimental researches of directed is a research object, the purpose of
which there is comparison of algorithms of the asymmetric enciphering of texts information.

Method. The cycle of experimental tests was carried out after such parameters of algorithms
of enciphering: time of generation of the keys; time of enciphering and decoding; carrying
capacity of process of enciphering and decoding; size of in cipher and decoded file. The
experiments are conducted on the Intel Core 2 Duo CPU processor 2.09 GHz from 4 Gb main
memories under the operating system of Windows 7.

Results. The main evaluative results obtained are as follows: the cryptographic strength of the
ElGamal algorithm is significantly higher than that of the RSA algorithm; the RSA algorithm has
a higher speed when encrypting information, and the EIGamal algorithm shows better results
during decryption; with the key sizes increase, the decryption time by the RSA algorithm grows
exponentially, while the duration of the decryption by the EIGamal algorithm has a linear growth
order; the RSA algorithm showed 2 times better bandwidth than the EIGamal algorithm in the
process of encoding information, but the EIGamal algorithm showed 10 times better bandwidth
compared to the RSA algorithm in the process of decryption; the length of the encrypted data by
the ElGamal algorithm is 2 times longer than the original data, while the size of the data
encrypted by the RSA algorithm is larger than the size of the original data by an average of 1.4;
for all key lengths, the EIGamal algorithm creates a pair of public and private keys on average 10
times faster than the RSA algorithm, which is especially noticeable with a significant increase in
key sizes; for the EIGamal algorithm, the key generation time increases linearly with increasing
key sizes, while for the RSA algorithm it grows in geometrical progression.

Conclusions. By the developed software product the comparative analysis of asymmetric
algorithms of enciphering of texts information, their advantages and failings, cryptographic
firmness, is conducted, given experimental estimation of their descriptions in relation to
efficiency of the use by them memory of computer, duration of processes of generation of the
keys, enciphering and decoding of information, carrying capacity of algorithms, measure keys,
volumes of in ciphers and deciphered files. On the basis of the got results recommendations of
application of the considered methods of enciphering are given.

Keywords: programming software, asymmetric algorithms, encryption, decryption,
cryptostability, algorithms RSA & ElGamal.
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INTRODUCTION

In today's information society, a large number of services are provided through computer
networks and information technology, continuous development of which extremely exacerbates
issues of information security. The information presented in digital form must be reliably
protected against many threats: unauthorized access, forgery, information leak, disclosure of
confidential information, and so on. Therefore, the issue of effective information protection
methods in information systems is becoming especially relevant today.

The threats to information security are caused, on the one hand, by increasing use of
computer networks, which transmit large streams of information, access to which is strictly
forbidden to outsiders. On the other hand, the emergence of modern high-powered computers,
the development of information technology and neural computing have made it possible to
discredit cryptographic systems that were previously considered to be resistant to cryptanalysis.
Information security obtained particular importance in the military sphere. Activation of the
struggle in cyberspace becomes an integral part of military conflicts.

The object of study is the algorithms of text data encryption.

The subject of study is the means of comparison of algorithms of the asymmetric
enciphering of texts information.

The purpose of the work: the objective of the pilot study is to conduct a variety of
experiments to compare asymmetric text data encrypting algorithms in context of their memory
usage, the duration of key generation processes, encryption and decryption, bandwidth
algorithms, file sizes and keys; algorithms for encoding RSA and ElGamal are selected as
asymmetric algorithms.

1 PROBLEM STATEMENT

To achieve this goal in the process must be resolved by the assignment: the choice of
methods, which will allow for evaluation and comparative analysis of symmetric algorithms
depending on the requirements and conditions of use; the choice of the parameters of the
algorithm for frying for experimental studies; selection and analysis of algorithms of
asymmetric encryption of text data; developing proposals and recommendations for the use of
the investigated algorithms.

2 REVIEW OF THE LITERATURE

The severity and relevance of information security in the system of national and world
security has caused the interest of domestic and foreign scientists to this problem. The
cryptographic methods associated with encryption and decryption algorithms play a major role
in any security system. These algorithms spend a considerable amount of time and resources on
the system. However, it is not enough to invent an encryption algorithm, it is important to
evaluate the effectiveness of such an algorithm with respect to existing ones. The need to study
and compare the computational efficiency of encryption algorithms remains an urgent task.
This will allow you to find out which algorithms should be used in a particular situation for
maximum efficiency. In addition, analysis of research results may be a reason for more detailed
study of algorithms to determine whether more efficient algorithms can be obtained by
hybridization or concatenation of the studied algorithms.

In the last decades of the last century, cryptographic systems have been developed and
widely used, built on the use of asymmetric cryptography methods. The main ones are
methods based on the use of RSA and ElGamal cryptographic algorithms. Both of these
algorithms work well for both data encryption and digital signatures.
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The choice of these two algorithms is not random. The most common asymmetric
encryption algorithm is the RSA.RSA algorithm — a classic method. Most modern security
systems are based on the RSA algorithm. The RSA algorithm was proposed by three scientists,
R. Rivest, A. Shamir, and L. Adleman, in 1977 [1]. In 1993, the RSA method was
promulgated and adopted as a standard (PKCS # 1: RSAEncryptionstandart [2]). Although the
RSA patent expired on September 21, 2000, RSA is the most popular open-key cryptosystem.

The security of the RSA algorithm is based on the complexity of large numbers
decomposition on the multipliers, namely, on the exceptional complexity of the task of
determining the secret key based on the public key, since this will require solving the problem
of the existence of integer divisors. The most crypto-resistant systems use 1024-bit and larger
numbers [3].

As the second asymmetric algorithm, encrypting algorithm by ElGamal scheme was
selected. This algorithm has been existing for a long time (it was proposed by Tahir EI Gamal
in 1984 [4]), it became the first comprehensive public key algorithm that can be used for
encryption and digital signatures and that is not patented in the United States and around the
world (Patent for the Diffie- Hellman expired in 1997). In addition, it is relatively simple to
understand and implement. Algorithm ElGamal is also quite popular. For many years it has
been opposed to intensive cryptanalysis.

The security of the EIGamal algorithm is based on the complexity of the calculation of a
discrete logarithm in a finite field. If it is sufficiently easy to extend a number to a degree in a
finite field, then the restoration of an argument by value (that is, to find a logarithm) is a rather
complicated task. Open and closed encryption keys are functions of the two large (1024-2048
bits in binary representation or even more) prime numbers [5].

RSA and ElGamal systems are well described in many scientific sources [1-10].

3 MATERIALS AND METHODS

Comparison of cryptostability algorithms. In terms of practical software and hardware
implementation, there is no significant difference between the RSA and ElGamal algorithms,
but they differ significantly in cryptostability [11].

If one considers the decomposition of an arbitrary integer with 512 bits length on simple
factors for the RSA algorithm and the problem of 512 bits integer logarithm for the EIGamal
algorithm, then the second problem is much more complicated than the first one.

However, there is one peculiarity. If in a system constructed using the RSA algorithm,
cryptanalyst managed to decompose the public key n of one of the subscribers into two prime
numbers, the possibility of abuse is limited to this particular user. In the case of the system
built using the EIGamal algorithm, the threats of disclosure are experienced by all subscribers
of the cryptographic network [6].

In addition, Lenstra and Manasse not only shook the stability of the RSA algorithm,
having the Ninth Fermat number decomposed in 1990 to simple factors in a rather short time
[7], but also pointed out a weak point in the EIGamal system, having proved that the approach
applied in decomposing of the ninth-value Fermat to simple factors allows to substantially
improve the methods of discrete logarithm for some special prime numbers. That is, the one
who chooses a simple number p for the algorithm ElGamal has the ability to choose a special
simple number for which the problem of discrete logarithm will be simple enough even for
ordinary computers, not to mention the modern powerful equipment. To date, there are known
decompositions to simple factors of all Fermat numbers up to Fs; inclusive.
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However, this problem is not fatal. It’s enough to provide a procedure that will guarantee
the randomness of choosing a simple p in the ElGamal system, and then the fact of the
ElGamal algorithm cryptostability denial is not valid anymore. It should be noted that the
numbers of the special type, which weaken the stability of the EIGamal method, are very rare,
therefore, the chance of their choice can be neglected.

4 EXPERIMENTS

Choice of research parameters. For experimental research the following parameters of
encryption algorithms are chosen:

1. Time of keys generation.

For key generation time we take the time needed to determine all open and secret keys by
the encryption algorithm. The key generation time of the algorithm depends on the size
(number of bits) of the key. It is calculated in seconds or milliseconds.

2. Time of encryption.

Time of encryption is the time that an encryption algorithm needs to convert plain text to
encrypted format.

3. Time of decryption.

Times of decryption is considered to be the time that an encryption algorithm requires to
recreate plain text from encrypted text.

4. Bandwidth of the encryption process

The bandwidth of the encryption process is equal to the number of bytes of encrypted text
divided by the time of encryption. The higher the bandwidth, the higher the performance of the
method.

5. Bandwidth of the decryption process.

The bandwidth of the decryption process is equal to the number of bytes of decrypted text
divided by the time of decryption.

6. The size of the encrypted file.

The size of the encrypted file is equal to the number of bytes of encrypted text.

7. The size of the decrypted file.

The size of the decrypted file is equal to the number of bytes of the recreated text.

Experimental tools and data. Experiments were conducted on Intel Core 2 Duo CPU
2.09 GHz with 4 GB of RAM under the operating system Windows 7.

Initially, testing was conducted for different key lengths. In this work, the number of bits
of a private key was selected in accordance with NIST-recommendations [8]. Correspondence
of key sizes that provide equivalent security levels in RSA and EIGamal algorithms is shown in
Table 1. These five specific security levels were chosen because they represent the five
appropriate levels of work required to perform key search using asymmetric encryption
algorithms: SKIPJACK, TRIPLE-DES, AES-small, AES-medium and AES-large respectively
[8]. The length of the message used for encryption was 105 KB.

Table 1 — Correspondence of closed keys sizes in algorithms RSA and ElGamal

Algorithms Keys sizes (bit)
RSA 1024 2048 3072 7680 15360

ElGamal 160 224 256 384 512
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Then testing was conducted for different sizes of input files. At that, the size of the
private key for the RSA algorithm was assumed to be 1024 bits, and for the ElGamal
algorithm, respectively, 160 bits. The sizes of text files with which the tests were performed
were selected for 68 KB, 105 KB, 124 KB and 235 KB. To achieve a satisfactory level of the
parameter values reliability, each operation for each test parameter was performed 20 times
and its average value was calculated.

Test results. The results of the tests are presented in the tables below. Table 2 show the
results of the tests for different lengths of RSA and EIGamal algorithm keys, respectively.

Table 3 show test results for the key of the same size, but for different sizes of input files.
As a rule, it is recommended to use the 1024-bit key for the RSA algorithm and the
corresponding 160-bit key for the EIGamal algorithm.

Table 2 — Results of RSA and ElGamal algorithms testing for different key lengths

RSA key (bit) ElGamal key (bit)
1024 | 2048 | 3072 | 7680 | 160 | 224 | 256 | 384 | 512
Key ge”é;it)'o” Umel 131 | 680 | 3210 | 32284 | 020 | 021 | 024 | 029 | 045
Encryggg)” ime | 920 | 035 | 038 | 043 | 070 | 385 | 142 | 299 | 559
Decrﬁg:g; tme | 10,08 | 81,99 | 19693 | 970,60 | 1,18 | 1,41 | 1,65 | 3,69 | 8,56

Table 3 — Test results of RSA and EIGamal algorithms for different sizes of input files

RSA (1024- bit key) ElGamal (160- bit key)
Input File Size (KB) Input File Size (KB)
68 105 | 124 | 235 68 105 | 124 | 235
Encry?st;’:’; Time 916 | 020 | 032 | 062 | 0475 | 069 | 074 | 1,02
Decry?stg; Time 602 | 1008 | 12,04 | 1904 | 0404 | 118 | 132 | 197
Encrypt(fg;)”e Size | 9579 | 151,50 | 172,67 | 331,87 | 136,00 | 210,01 | 249,00 | 470,01
Decrypted File Size | o 105 | 124 | 235 68 105 | 124 | 235
(KB)
Encryption
Bandwidth (KErs) | 53287 | 5122 | 54470 | 536,14 | 28648 | 30483 | 33506 | 244.26
Decryption
Bandwidth (KB | 1029 | 1041 | 1124 | 1234 | 16848 | 8918 | 9404 | 11921

Analysis of the literature shows that similar studies were conducted by a number of
authors and the results obtained by them selectively confirm some of the results presented in
this paper. Thus, AderemiElishaOkeyinka [9] and Megah Mulya [10] compare the speed of
encryption and decryption of text data of different sizes by RSA and Elgamal algorithms. In
[11], a team of authors (Cindy Himawan, Toni Wibowo, Budi Sulityo, Rusdianto Roestam,
Yuyu Wahyu, RB. Wahyu) conducts in-depth studies of RSA and ElGamal algorithms
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regarding the influence of message symbols and key values on the duration of cryptographic
processes and cryptographic processes memory and also considers the difference in the
characteristics of the process results for each algorithm.

Jakir Hossain and Eklas Hossain in [12] and Shahzadi Farah and others in [13] provide
graphical representations of the time of encryption and decryption, as well as the size of
encrypted and decrypted files on the dimensions of input files for RSA, ElIGamal and Paillier

algorithms.

5 RESULTS (analysis of test results conducted for different key sizes)

Comparison of key generation time. In encryption algorithms, key generation time is
the most important sub-process, which requires the generation of random numbers and testing
them for simplicity. In the RSA algorithm an additional search is performed for an integer that
is relatively simple with the Euler function value. This is a rather laborious process. It depends
on the size of the key, but does not depend on the size of the input data.

For the time of key generation, the RSA algorithm received values ranging from 1312 ms
to 322843 ms, as shown in Fig. 1. As a general rule, it is recommended to use a 1024-bit key,
which is computed in 1312 ms.
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Figure 1 — Key Size Dependence of key generation time by RSA algorithm
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Figure 2 — Key Size Dependence of the key generating time by EIGamal algorithm
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The time to generate keys by ElGamal algorithm, except for generating random numbers
and testing them for simplicity, depends only on the size of the key.

For the keys generation time, the algorithm ElGamal received values in the range from
198 ms to 447 ms, as shown in Fig. 2. As a rule, it is recommended to use a 160-bit key,
computing time of which is 145 milliseconds, that is approximately 10 times better than in the
RSA algorithm. However, in the course of research, the team of authors in [11] obtained the
same result as the authors of this article, that the computation time of the keys by the EIGamal
algorithm is shorter than the RSA algorithm.

Comparison of encryption time. As is known, the time required to encrypt using fast
exponentiation is proportional to the number of single bits in the exponent e. Therefore, simple
numbers that contain a small number of single bits in a binary record are usually taken as the
encryption key e, for example, the simple Fermat numbers 17, 257, or 65537. In the study of
RSA algorithm encryption time the value e = 65537 was taken as e key, which is usually
recommended for a 1024-bits key for commercial use. When encrypting a 105-kilobyte
message for key sizes in the range from 1024 bits to 7680 bits, results were obtained in the
range from 0.202 sec to 0.429 seconds, as shown in Fig. 3.

Encryption Time (sec)

1024 2048 3072 7680

160 224 256 384

HR5A 0,20 0,35 0,38 043

ElGamal 0,69 3,85 142 2,99
Key size (bit)

Figure 3 — The graph of the encryption process duration dependence on the key size

For testing the EIGamal algorithm when encrypting a 105-kilobyte message for key sizes
in the range from 160 bits to 384 bits, the results were obtained in the range from 0.689
seconds to 3.847 sec (Fig. 3).

As can be seen from Fig. 3 that the time of the RSA algorithm encryption is better than
ElGamal algorithm encryption for all key sizes.

Comparison of decryption time. In the cryptosystems, the Chinese Remnant Theorem is
used to facilitate decryption operations, which asserts that if the n number prime factorization

N=ng .- N

is known, where all n; are pairwise mutually prime numbers, and the result of bringing the
number x to the module n; Vi =1,...,k is the same, then the result of bringing the number x to

the module n will be the same number, i.e.

VX, a—integers, x=amodn < x=amodn; Vi =1....k.
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When investigating decryption time of an encrypted 105-kilobyte message for key sizes
in the range from 1024 bits to 7680 bits with the RSA algorithm, the results were obtained in
the range of 10.082 seconds to 970.597 seconds, as shown in Fig. 4.
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Figure 4 —The graph of the decryption process duration dependence on the key size

When investigating ElGamal algorithm decryption of encrypted 105-kilobyte message for
key sizes in the range from 160 bits to 384 bits, the results were obtained in the range from
1.177 sec to 3.689 sec, as shown in Fig. 4.

The analysis shows that both algorithms have almost the same good results with a low
level of security. But with the keys size increase, the decryption time of the RSA algorithm
increases exponentially, while the decryption time of the algorithm ElGamal has a linear
growth order

Analysis of test results conducted for different sizes of incoming messages.

For further research, the key size for the RSA algorithm was 1024 bits, and for the
ElGamal algorithm, respectively, 160 bits, which corresponds to the current recommendations
for these algorithms use.

The sizes of text files selected for performed tests were 68, 105, 124 and 235 KB.

Comparing the size of the source files. Fig. 5 and Fig. 6 show the comparison of
encrypted and decrypted files sizes respectively for RSA and EIGamal algorithms.

RSA algorithm encrypted messages received results ranging from 85.792 KB to 331.868
KB, and for ElGamal algorithm in the range from 136.003 KB to 470.012 KB. When
decrypting messages with both algorithms, the size of the decrypted files coincided with the
size of the corresponding input files.

When encrypting with the RSA and ElGamal algorithms, the size of the encrypted data
depends on the key size and the input data size.

The comparison showed that the RSA algorithm provides the best savings for the
bandwidth. At this, the encrypted data size is larger than the input data size on average by a
factor of 1.4. The encrypted data size in the EIGamal algorithm is almost twice as long as the
input data.

Also, the numerical values and graphs for comparing file sizes obtained in this paper are
in line with the numerical values and graphs given in [13].
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Figure 6 — The graph of the decrypted data size dependence on the input datasize

Comparison of encryption time and decryption time. In the investigation of RSA
algorithm encryption time, the results were obtained in the range from 0.161 seconds to 0.619

seconds, as shown in Fig. 7, and when decrypted by this algorithm — in the range from 6.021 s
to 19.043 s, as shown in Fig. 8.
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Figure 7 — The graph of the encryption process duration dependence on the input datasize

In testing with the ElGamal algorithm results were obtained in the range from 0.475
seconds to 1.924 seconds, as shown in Fig. 7, and when decrypted by this algorithm — in the
range from 0.404 seconds to 1.971 seconds, as shown in Fig. 8.

In general, the dynamics of the processes presented in this article are graphs of the
dependence of the encryption time and the decryption time on the size of the input data for the
RSA and ElGamal algorithms coincide with the graphs presented in [12] and [13]. The
differences in numerical values are explained by the differences in the capacities of the
computing equipment, on which specific studies were conducted.
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Figure 8 — The graph of the decryption process duration dependence on the input datasize

The comparison of the algorithms encryption and decryption processes duration showed
that the RSA algorithm has higher performance during encryption, and EIGamal algorithm is
better during decryption. The same conclusion was reached by the authors in [14].

Comparison of algorithms bandwidth. Bandwidth is the most important parameter that
demonstrates the effectiveness of any algorithm. Fig. 9 shows the bandwidth of RSA and
ElGamal algorithms for the encryption process and Fig. 10 for the decryption process.
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Figure 10 — Bandwidth of RSA and ElGamal algorithms in the decryption process

As can be seen from these diagrams, the RSA algorithm showed 2 times better bandwidth
than the EIGamal algorithm in the encryption process, but the algorithm ElGamal showed 10
times better bandwidth than the RSA algorithm in the decryption process.

These results are confirmed by Okeyinka A.E. in his work [9]. He concludes that
although the RSA algorithm overall outperforms the Elgamal algorithm, it is not as effective as
the benefits of Elgamal when considering the speed of data decryption.

A similar view is held by Megah Mulya. He claims that the sequence of descending
encryption rates is RSA, then Elgamal and then Eliptic Curve. Unlike encryption, the order of
decryption rates in descending order is Elgamal, followed by Eliptic Curve, then RSA [10].

6 DISCUSSION

In this paper we have comprehensively compared the performance of two cryptographic
algorithms to determine which algorithm is best suited for a particular application. The
comparative analysis is based on such characteristics as the efficiency of computer memory
usage, the duration of the key generation process, the speed of the encryption and decryption
processes, the throughput of the algorithm, the dimensions of the keys, the volumes of
encrypted and decrypted files. Although both algorithms are quite popular methods in data
protection practice, we can conclude from the results analysis and discussion that the RSA
algorithm performs the encryption process faster and the EIGamal algorithm is the decryption
process.
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CONCLUSIONS

Summarizing the conducted research, it can be stated:

1. For all key lengths, the EIGamal algorithm creates a pair of open and closed keys 10
times faster than the RSA algorithm, which is especially noticeable with a significant increase
of key sizes.

2. For the EIGamal algorithm, the key generation time increases linearly with the increase
of key size, while for the RSA algorithm it increases in geometric progression.

3. The time of encryption of the message by the RSA algorithm is better than the EIGamal
algorithm for all key lengths.

4. When decoding, both algorithms show almost identical good results with a low level of
security, but with increasing key sizes, decoding time with the RSA algorithm increases
exponentially, while the decoding time with the EIGamal algorithm has a linear order of
growth.

5. The RSA algorithm provides the best savings for the bandwidth. At this, the size of the
encrypted RSA data algorithm is larger than the input data on average by a factor of 1.4. The
length of the encrypted data in the EIGamal algorithm is twice as long as the input data.

6. When decrypting messages with both algorithms, the size of the decrypted files
coincided with the size of the corresponding input files.

7. The RSA algorithm has a higher speed of encryption, while EIGamal algorithm is
better during decryption.

8. The RSA algorithm showed 2 times better bandwidth than the EIGamal algorithm in
the encryption process, but the EIGamal algorithm showed 10 times better bandwidth than the
RSA algorithm in the decryption process.

9. The cryptostability of the algorithm ElGamal is much better than the cryptostability of
the RSA algorithm.

To increase the speed of algorithms, you can apply a method of the key length reduction.
However, such an increase in speed can reduce the cryptostability of the algorithm. This
approach is recommended to use, for example, if there is a need to encrypt data that loses
relevance over a short period of time. In the case of the impossibility cryptostability reduction,
it is proposed to increase the speed through the computations parallelization in multiprocessor
systems.

The scientific novelty of the obtained results is that with the help of the developed
software product the comparative analysis of asymmetric algorithms of encryption of text data,
their advantages and disadvantages is thoroughly investigated and an experimental evaluation
of their characteristics is given.

The practical significance of the obtained results is that the results of the experiments
allow us to provide suggestions and recommendations for the use of the investigated
algorithms.

Prospects for further research: it is expedient to continue work on this topic with the
use of achieved results. This work can become the basis or component of a larger project, for
which the important factor is the preservation of authenticity and security of information.
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MOPIBHSIIBHUM AHAJII3 METOIIB ACUMETPUYHOI'O IIM®PYBAHHSA
TEKCTOBUX JAHUX

T. MarBeiiuyk, B. Cmuuok, C. ®inimonon

Kageopa enexmpomexanixu ma enexmpoHiku,
Hayionanvna axademis cyxonymuux siticok imeni ecemovmana Ilempa Cazatioaurozo,
eyn. I'epois Maiioany, 32, Jlveie 79012, Yrpaina
tais-28@ukr.net , smychok@ukr.net , sergnf@gmail.com

AKTyaJdbHICTh. AKTyaJbHICTE pOOOTH 00YMOBIIEHA TIPOOIEMOIO pO3pOOJIEHHS epEeKTUBHIX
MeToAiB 3axucty iHdopmamii B iHpopMamiHHMX Mepekax, MO 3a0e3MeduyloTh HajiifHe
(YHKIIIOHyBaHHS  aBTOMAaTH30BAaHMX CHCTEM  BIHCBKOBOTO  TNpH3HAUeHHs, TOOTO  BCi
OOYHCITIOBAJIBHI CHCTEMH, CHCTEMH YIPABIiHHS Ta 3B’ 13Ky, O0’€KTOM IOCIIDKEHHS € 3/1iHCHEHHS
KOMIUIEKCY ~eKCIIepHMEHTIB, METOI0 SIKMX € TIOpIiBHSHHS aJrOPUTMIB aCHMETPHYHOTO
U pyBaHHS TEKCTOBUX JAHKX.

Meroa. Iukn excriepuMEHTaNbHUX BHUNPOOYBaHb 3/iHCHIOBABCS 32 TaKUMH IMapameTpamMu
anropuTMiB MUQPyBaHHA: 4Yac TEHEpyBaHHA KIIOUiB; 4ac MUQpyBaHHA 1 AemnppyBaHHS;
NPOIYCKHA 3/aTHICTh Tpolecy IuppyBaHHA 1 Aemm@pyBaHHSA; po3Mip 3amM(ppoBaHOTO i
nemudpoanoro ¢airy. Excniepumentn nposeneni Ha Intel Core 2 Duo CPU npouecop 2.09 I'T1g
3 4 I'b oneparuBHOi nam'sTi mij onepariiHoro cucremoro Windows 7.

Pesyabratn. OTprMaHi OCHOBHI OIIHOYHI pE3yJbTATH T[OJATAlOTh B HACTYMHOMY:
KpunToctiiikicts anmroputMmy ElGamal 3HayHO BuINE KpHOTOCTiHKOCTI amroputMy RSA;
anroput™M RSA mae Ginpln BHCOKY MIBHIKICTH MU 3ainv@poByBaHHI iHopMalii, a anropurm
ElGamal xpammit mim wac posmmdpyBaHHsA; npd 30UIbIICHHI pPO3MIpIB KIIOUIB Yac
posmndpyBanHs anroputMoM RSA 3pocrae eKClOHEHILianbHO, B TOH dYac, sK TPHUBAJiCTh
posmmdpysanHsa anroputMoM ElGamal BukopucToBye JiHIHHMIT MOPAZOK 3pOCTaHHS; aIrOPHTM
RSA mokazaB B 2 pa3u Kpauly NpONMYyCKHY 31aTHiCTh Hik amroputMm ElGamal B mporeci
3anmgpoByBaHHs iHpopmarii, 3ate anropurm ElGamal mokazas B 10 pa3iB kpaily HpOmycKHY
3ATHICTh Y TOpPIBHSHHI 3 anroputMoM RSA B mporeci po3mmdpoBky iHpOpMaNii; JTOBKHHA
3ammndpoBannx panux anropurmoM ElGamal B 2 pasm noBiie BHXIIHMX JaHUX, B TOH 4Yac fK
po3mip 3ammdpoBaHux anroputMoM RSA nanux Oinblie po3Mipy BUXiJHUX JaHHX B CEPEAHBOMY
Ha Koeiuient 1,4; mis BCix HOBXUH KiouiB anroputM ElGamal cTBoproe mapy Bigkpuroro i
3aKpUTOro KJIIOYiB B cepeaHboMy B 10 pasiB mBuaiie, HiK amroputm RSA, mo ocoGmuBo
MOMITHO NP 3HAYHOMY 30UIbILCHHI po3MipiB KirouiB; 1ust anropurmy ElGamal yac renepyBaHHs
KITIOYIB 3pOCTA€ JIHIKHO 31 30UIBIICHHSIM PO3MIpiB KIIIOUIB, B TOM 4ac sK ajisi airopurmy RSA
BOHO POCTE B TeOMETPUYHIH mporpecii.

BucHoBKH. 32 10MOMOT010 po3po0IJICHOTO MPOrPaMHOIO MPOIYKTY MPOBEICHO HOPIBHAIBHIIA
aHali3 aCUMETPUYHHMX AITOPUTMIB HIM(pPYBaHHI TEKCTOBHMX AaHMX, IX IepeBar 1 HEeIOJiKiB,
KpunTorpapiuHoi CTIHKOCTi, HaHO EKCIEPUMEHTAIbHY OI[HKY IX XapakTepHCTHK MIOJO
e(peKTUBHOCTI BUKOPUCTAHHS HHMH I1aM’SITi KOMII'IOTepa, TPHBAIOCTI MPOLECIB T'eHEepyBaHHS
KIIO4iB, 3amm(poByBaHHSI 1 po3mM(pYBaHHS [JaHUX, IMPOIYCKHOI 3[aTHOCTI alrOPUTMIB,
pO3MipHOCTEl KimtodiB, oOcsriB 3ammdpoBannx 1 posmuppoBanux dainis. Ha mixcrasi
OTPHMaHUX pe3yNbTaTiB HAJAaHO pPEKOMEHJAIl 3aCTOCYBaHHS PO3MISIHYTHX  METO[IB
i pyBaHHs.

Kniwouosi cnosa: mnporpamue 3a0e3nedeHHs, ACUMETPUYHI alrOpUTMH, MIH(PYBaHHS,
neumpyBaHHs, KPUIIOCTiHKicTh, anropurmMu RSA, ElGamal.

Cmammsi: naoitiuna oo peoaxyii  03.07.2020,
ooonpaywvosana  01.12.2020,
nputinama oo opyky 02.12.2020


mailto:tais-28@ukr.net
mailto:smychok@ukr.net
mailto:sergnf@gmail.com

