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A step-by-step approach for the development of neuro-controller system is considered in this
work. In order to utilize STM 32 microcontroller as a hardware solution in the meaning of edge
computing we propose to deploy a deep learning model for the tasks of prediction and anomaly
detection. The data which are used for the training phase as well as for the inference consist of the
smart home indoor temperature time series with the time related patterns. The developed deep
learning LSTM model automatically discovers time dependencies during the training and uses the
time series features for walk-forward validation. The data preparation stage followed by the re-
definition of time series forecasting to supervised learning problem is presented. To calculate a set
of the optimal LSTM hyper-parameters the grid search algorithm that implies a step-wise full
training neural network process has been applied. Trained network was deployed and tested on
STM 32 microcontroller with installed X-CUBE-AI expansion package. The obtained validation
and test results show a possibility of using such approach for the development and improvement
of the LSTM architectures for edge and mist computing applications.
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Introduction.

A large variety of 10T applications and solutions in the different industry areas has been
recently shifted from the cloud-based systems powered with the high-productivity
computational resources (expensive GPU in the case of industry scale deep learning) to the
edge computing devices. Autonomous driving systems, swarm intelligence and smart grids
show a great division of responsibilities for the decision making between central units and
software installed directly on the particular device. Among the rest of advanced technologies, a
smart home is of the considerable interest for applying edge and mist computing paradigms [1].
The big advantage of transferring the computational resources closer to the edge is ensuring an
ability to keep system components working locally regardless of the internet connection in case
of cloud solution. Also, the crucial delays which hurt subtle part of the system can be overcome
by using such an approach.

While a typical smart home hub may be deployed on the popular micro-computer like
Raspberry Pi 3 [2, 3], a case when the significant part of functional logic is transferred to the
controller (mist computing) or some intermediate node opens much wider possibilities for the
locally distributed computing. For instance, in [4] authors proposed an algorithm and applied
concept of the home automation engine using edge computing. In [5] authors discuss the
security and availability issues in smart homes and propose an edge-of-things solution that
focuses on putting the management which is controlled by the network operator of the home at
the edge.
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In this work, we present an initial concept and ideas of smart home mist computing
system. Since the sensor data processing is the necessary step for each analytical system it is
important to develop and configure a proper algorithm implementation to manage the raw data
stream. The examples of such applications are smart thermostats, different alarms, decision
making based on resident activity recognition etc. Here we address the problem of anomaly
detection and short-term forecasting as the data pre-processing steps where the corresponding
implementation is deployed on a STM 32 microcontroller. After pre-processing the cleaned
data can be stored in selected database system (SQL.ite, InfluxDB, MySQL) on the chosen hub
(Raspberry Pi 3) or cloud server followed by applying the machine learning algorithms used
for further analytics and control. The idea of anomaly detection method utilizes the long short-
term memory network implemented directly on a STM 32 via X-CUBE-AI expansion package
which supports the deep learning framework TensorFlow Lite.

Neuro-controller concept. To start with, let’s introduce a schema of the proposed
device. Because the purpose of neuro-controller is to process the data collected from connected
sensors installed in a smart home, for the sake of simplicity we will consider only the room
temperatures as the input stream. Figure 1 depicts a generic prototype.
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Fig. 1. Neuro-system schema

As it is shown in fig. 1, the room temperature sensors (DHT 11 or DHT 22) are connected
to STM 32 microcontroller where the several Python 3 scripts with the implementation of
developed neural network are integrated into X-CUBE-AI infrastructure. We have opted
Python programming language due to the simplicity of prototyping the models and huge
support by the 10T developers community. The detailed description of LSTM (long short-term
memory network) will be provided in the next section, but the main goal of this model is to
analyze the incoming data and detect anomalous or suspicious time points, report their
appearance and replace them using the predicted values.

Next, the processed temperature time series are sent to the Raspberry Pi 3 hub where the
docker container with the database system (e.g., InfluxDB) and other programmable
controlling units are deployed. The additional modules (AM) can consist of the advanced
machine and statistical learning algorithms which provide the high-level analytics of the smart
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home thermal behavior and heating processes which occur in the building [6]. The output and
control units require the additional logic which is not covered in this paper.

Model development.

We assume that the room temperature data X, (t;,t,,...,t,) are the time series with some

latent time dependencies which can be discovered and used for the predictions and anomaly
detection. Among the large number of available techniques to deal with the time series data
like linear models (ARIMA), of considerable interest are neural network approaches, namely
recurrent networks and their improvements (LSTM, GRU, ConvLSTM, CNN LSTM). In this
work we consider the simplest type of LSTM model — univariate Vanilla LSTM with only one
hidden LSTM layer. The reasons of such choice are restrictions in the model size and
calculations caused by STM 32 system parameters.

To conduct our numerical experiments we have chosen an open-access smart home
dataset REFIT which provides a vast set of different smart home measurements [7].

Here, univariate series X, (t,,t,,...,t,) is the single vector of temperature readings during

moderately long period of time equal to one season (3 months) with 48 readings per day,
totally 4416 values.

Generally, it is recommended to use the normalization or standardization routine to scale
input time series in order to preserve gradient exploding and wrong results before training the
LSTM. Figures 2, 3 show the summer indoor temperatures and the results of the normality test
correspondingly.
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Fig. 2. Summer temperatures Fig. 3. Summer temperatures distribution

Because the data are not distributed normally, we have chosen the data normalization
instead of standardization method. The important step for the data preparation is to check the
normalized series for stationarity. If the resulting time series is non-stationary (the presence of
trend and seasonality), the difference method should be applied, i.e.,

Xgi (t)=X(t)—x(t—diff _order), where diff _order is the order of differencing which can

be identified using a grid-search or linear models. In this study the input summer temperatures
are stationary time series.
The next step is to convert the input normalized series into the supervised form, i.e.,

X, (t,t,..t,) > (%, y)', where x is the vector of X(t,),X(t,),--x(t), | is the number of
lags (readings which influence the predicted valuey), j is the number of sample. Hyper-
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parameter | is crucial for the precise prediction, so it has to be carefully picked during the
investigation of model performance.

The base structure of the model in Keras [8] notation is as follows: a) input layer for
(X,Y)' training set; b) LSTM layer with num_nodes e N and ReLu (rectifier linear unit)

activation function; c) dense layer (single-layer perceptron) with ReLu activation function and
d) output neuron for the prediction (fig. 4).

LSTM - ReLu
Output neuron
Input layer Dense -+ ReLu

Fig. 4. Architecture of proposed network
The loss function here is the mean squared error defined as following:
1o Ny, A f|1?
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where J is the loss function calculated for each mini-batch, n, is the number of mini-

batches, A is the regularization parameter, ) and y” are the predicted and actual values,
") are the weights, |{ denotes the Frobenius norm, r is the layer’s number. To update

weights during the training, the adaptive moment estimation (Adam) optimizer was selected.

The process of time series prediction can be split into two approaches: walk-forward
validation and multi-step forecasting. To evaluate our model we have chosen the first one,
which means a step-by-step forecasting [9]. After the one-step prediction for the test set point,
the actual value becomes available to the model.

This numerical schema can be used to predict a new data point, compare it with the
incoming value and make a decision about the anomaly of incoming value based on some
metrics.

Model hyper-parameters estimation and results. To configure the proposed model and
calculate an optimal set of hyper-parameters we selected the grid-search algorithms. Firstly, the
multidimensional array of hyper-parameters is generated. We restrict ourselves to the following
ones: num_ nodes =[20, 30, 50, 70, 100], | =[210,336,480] num_epochs = 20,
num_ mini_batch =[10, 30, 50, 70, 100]. Thus, the resulting multidimensional grid
G= [num_nodes>< I x num_epochsxnum_mini_batch] consists of 75 unique combinations.

For each combination g, G we have performed the training/validation routine using a

high-performance GPU Nvidia RTX 2080 Super. The epochs time varied form 3 ms/sample up
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to 26ms/sample. Having completed the full grid-search we obtained the optimal combinations
of hyper-parameters: num_epochs =20, | =210, num_nodes =50, num_ mini_batch=20.

The results of training and prediction made for the calculated optimal hyper-parameters
set are depicted in figure 5.
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Fig. 5. Prediction results using the walk-forward validation

As it is seen from the provided figures, the model reaches a good performance with the
low loss value equals to 6.3710e-04 and root mean squared error equals to 0.025.

STM 32 deployment and X-CUBE-AI environment.

The trained model described in the previous section has been saved in .h5 format in order
to be deployed on the microcontroller STM 32. In this section we briefly describe the model
integration process.

STM32 is the family of microcontrollers produced by STMicroelectronics. They are
widely used in many of loT applications and have a perspective as a core part of mist
computing. X-CUBE-AI is the extension package that allows one to embed and use neural
networks on STM32 microcontrollers. This extension provides the possibility to automatically
transform pre-trained neural networks with the subsequent integration into the user's project
even with limited hardware resources [10].

The created STM32 NN library (both specialized and general parts) can be directly
integrated into the IDE project or into the build system via makefile. A well-defined and
specific client output API is also exported to develop an Al-based client program. Various
frameworks and layer types for deep learning are supported. All basic X-CUBE-AI functions
are available through a full and unified command line interface (console level) to perform the
basic steps for analyzing, validating, and creating an optimized NN C library for STM32
devices. It also provides post-workout quantization support for the Keras model.

The operational schema of the X-CUBE-AI component is shown in fig. 6.

The project is implemented on a microcontroller STM32F407VGT6, the technical
characteristics of which are as follows: 32-bit ARM® Cortex®-M4 with 32-bit FPU core, 1-
Mbyte Flash memory, 192-Kbyte RAM, ST-LINK/V2-A on STM32F407G-DISC1, Virtual
Com port.

Communication with a PC to download test data and obtain classification results was
carried out through the OTG port, where the USB_OTG_FS device had been created. Before
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using the classifier, the model was analyzed and validated. The complexity in terms of the
number of Multiply and Accumulate Operations (MACC) was 2.2 108, and 99% of them fell on
the LSTM layer. Testing was performed on a time series of length 210 (dimension of the input
layer) and obtained a value that corresponds to the output of Keras method model.predict ()
used in LSTM class implemented in Python.
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Fig. 6. X-CUBE-AI component

Conclusions and future steps.

In this paper we have described an approach to the development of neuro-controller smart
home system. The purpose of such system is to shift out the computational efforts for the
temperature data anomaly detection to microcontroller directly connected to the set of sensors.
The work is approximately divided into two parts: the model development and training with
subsequent deployment on STM 32. Conducted research only deals with the one hidden layer
LSTM neural network, whereas the better approaches can utilize ConvLSTM and other hybrid
models, which will be a subject of the future studies. The calculated set of hyper-parameters
has been obtained using the relatively inefficient grid-search algorithm; hence evolutionary
learning will be the more effective method to seek the optimal parameters and neural network
architecture. This step is also will be considered and studied in the next research.
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PO3POBKA HEMPO-KOHTPOJIEPA HA BA3I STM 32
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VY wiit poGoTi PO3TIAHYTO MOKPOKOBHH MIJIXiJT 10 PO3POOKH CHCTEMH HEHpO-KOHTpomepa. st
BUKOPUCTAHHA MiKpoKoHTposiepa STM 32 B SKOCTI amapaTHOro pimIeHHS A TPaHHYHHX
o0unciaeHb 00YUCIEHh MM HPONOHYEMO PO3TOPTaHHS MOJENi TIMOOKOTO HaBYaHHS Ul 3a1ad
MIPOTHO3YBaHHS Ta BHSBJICHHS aHoMaiii. JlaHi, sIKi BHKOPHCTOBYIOTBCS SIK JUISi TPEHYBaHHS
MOJENi, Tak 1 JUIsl TEeCTyBaHHs, CKJIQJAIOThCS 3 YacOBOIO psIy KIMHATHOI TeMIepaTypu
pO3yMHOro OyIMHKY 3 HasBHHUMH YaCOBHMH 3aJI©KHOCTSIMH. Po3poOieHa Mopenb rimOOKoro
HaBUaHHA Ha 0a3i apxitektypu LSTM aBTOMaTHYHO BHSBISE 3alEXKHICTI BiJ Yacy i dac
TPEHYBaHHS Ta BHKOPHUCTOBY€E iX mis Oe3mocepemHporo TectyBaHHs. s i1 po3poOku OyB
3aCTOCOBAaHMI BHCOKOpIBHEBHH (QpelimMBopk Keras, skuil [103BOJIS€ MOPIBHSIHO IIBHIKO
CTBOPIOBATH PO0OO0YI MPOTOTHIH, IO 3TOJOM MOXYTh OyTH KOHBEpTOBaHi y ¢opmar, skuit
migTpuMyeThest TensorFlow Lite 3 MeToro X MoJaibIioro po3ropTaHHs Ha [PAHUYHHUX TPUCTPOSX
Ta MIKPOKOHTpOJiepax 3 MiAPHUMKOIO TITMOOKOro HaBuaHHsA. HaBemeHwil eTtam mMiArOTOBKH JaHHX
JUIsL 3371a4i MPOTHO3YBaHHs 3 MOJAJBLIMM MEepPeBU3HAUYCHHSAM 3a/1adi 1O MpoOieMy HaBYaHHS 3
BUMTENEM, IO Nependadae MepeTBOPEHHs BXiTHMX HOPMAIIi30BaHMX JAHUX 3 BUKOPUCTaHHIM
rapaMeTpy, IKUi BU3HAYA€E JOBXKHUHY IIPEIUKTOPIB AESKOT0 MOTOYHOTO 3HAYESHHS YaCOBOTO PSY.
Hns obuucneHHs HaOOpy ONTHMAaNbHHX Tinmep-mapamerpiB LSTM 3acTtocoBaHO anroputM
MOMIYKY Ha CITI[i MOXKIMBHX 3HA4YeHb, IO Tepefdadac IOeTarmHui MpOoIec ITOBHOTO HaBYAHHS
HelpoHHOI Mepexi. TpeHyBaHHs po3podieHoi HeHpoHHOT Mepexi Oyo 3iiicHeHo Ha rpadidHiil
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mwiari Nvidia RTX 2080 Super, 1o 103B0JHIO BiIHOCHO IIBHIKO 3IHCHATH epebip 3alaHux
nmapaMerpiB. HaBuena mepexa Oyia posropHyTa Ta mpoTecTOBaHa Ha MiKpokoHTposepi STM 32
i3 BcraHoBjeHMM mnakeTHuM posiupeHHsM X-CUBE-Al. Otpumani pesynbratd Bamigamii Ta
TECTYBaHHS IOKa3ylOTh MOXJIMBICTh BHKOPHUCTaHHS TAaKOro IiJAXOAy I pO3pOOKH Ta
BIOCKOHaneHHs1 apxitekrypu LSTM st rpaHuMdHMX Ta TyMaHHHX OO4YMCIeHb, 10 Oyne
MPOBEJCHO y HACTYIHUX JOCHTi/UKCHHSIX.

Kniouosi cnoea: rpanmdHi oO4HMCIeHHs, TnOoke HaBuaHHsA, LSTM, posymHmii OyawHOK,
STM 32
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