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A statistical analysis of the annual smart home sensor data obtained from REFIT smart homes
project is considered. These data, in particular, consist of the high frequency external, internal,
radiator surface temperatures and the gas usage values selected from 20 buildings in a period
between March 7, 2014 and March 7, 2015. The data were obtained using sensors installed in
twenty UK dwellings under REFIT programme dedicated to the research problem of energy
savings for the smart homes. Firstly, a sqlite database for the raw data readings was created.
Secondly, data preprocessing and resampling of the data were made in order to fill missing
values, smooth and decrease the frequency. The correlation analysis of different data readings
showed relations which allow one to use the data not only for forecasting problems, but also to
formulate inverse problems of the determination of the effective thermophysical coefficients.
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1. Introduction. The problem of developing the effective energy managing systems
(EMS) of smart home is widely studying nowadays. The big part of these studies is dedicated
to the problems of analysing the heating behaviour [1], [2] in order to propose the effective
algorithm for EMS which takes into account comfortable indoor temperature conditions for the
residents of smart home. In the paper [3] authors suggest an artificial neural network which
captures human behaviour to learn periodic patterns and adapt it to the minimization of power
wastage. In [4] this idea is realized by applying Window Sliding with De-Duplication algo-
rithm. Also, the problem of minimizing power consumption leads researchers to develop effec-
tive smart systems for managing electricity demand by efficiently shifting electricity loads of
households from peak times to off-peak times [5]. The last one can be integrated with the re-
newable energy sources like solar panels in combination with batteries [6]. This schema can
work without renewable energy sources as well. In addition, the application of the artificial
neural network for EMS is studied in [7] where the whole system consists of photovoltaic (PV)
local energy generator, an electricity storage system, home grid and automation system.

Last but not least usage of the artificial neural network for the effective EMS is the
development of predictive model for calculating ascent time to a target room temperature set
by a home resident [8].

Besides these approaches hardware implementations, algorithms for a processing of
signal data and optimization, energy disaggregation are still challenging problems for
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researches. Promising results in application of recurrent neural network and emergence of
different scientific frameworks (tensorflow, keras, etc.) allow researchers to comprehensive
studying and to propose new highly effective methods to handle the problems due to smart
home and smart grid solutions.

The aim of the present work is the primary statistical analysis of smart home data to study
relationships between different classes of sensor data and to estimate data for the application of
forecasting and solving the inverse problem which leads to smart home improvements.

2. Sensor data description and pre-processing. The data for the statistical investigation
of the smart home thermal parameters were taken from the REFIT (Personalised Retrofit
Decision Support Tools for UK Homes Using Smart Home Technology) project. The aim of
this project was to create a step-change of a retrofit technology for UK homes and to improve
the energy consumption behaviour based on an extensive sensor data collected from 20
householders. We have chosen this dataset for a couple of reasons: 1) we need sufficiently vast
and high frequency data to build statistical models and provide quantitative analysis; 2) the fact
that climate conditions, for which the data were collected, are comparable enough to Ukrainian
climate conditions, allows researchers to use the results for the local smart home retrofit
modelling. The data structure is organized in the three parts. The first is the values.csv file with
measurements recorded by the sensors placed in the buildings. This file is organized as a list of
id’s, dates and values for each sensor. The second part is the schema.xsd schema file which
describes the structure of the corresponding structure.xml file. The last part is the structure.xml
file containing information about sensors and buildings. To reduce PC memory usage caused
by reading > 1 GB csv files and minimize time required to work the sqlite database was used
(Fig. 1). For each building and for each space the corresponding tables for sensor values were
created: building[i] — space[j] — sensor[k]: {sensorType, date, value}.

In the current research external temperature measurements, indoor temperature
measurements for each space[j] of the building[i], radiator surface temperatures for each space,
where the radiator is mounted, and boilers gas consumption were selected from the REFIT
database (using sql queries and Python 3.5). These types of measurements were chosen in
order to provide statistical analysis related to heating processes of the smart homes. It should
be mentioned that gas was used not only for the direct heating process, but also for other
appliances, e.g. showers, dishwashers, etc. The gas usage is assumed to be taken into account
only for the direct heating of houses, hence energy disaggregation problem to separate
heating/non heating resources will be considered in the future work.

To convert gas measurements g, | , obtained in cubic meters to energy usage g, |,

m

(kWh), wherei =1, N, N — total number of readings, the next formula was used [1]:

g lom=(g; |mx 'C'CV)C‘/' 5 )
where ¢ =1,02264 is the industry standard conversion factor, c¢v=39,3 is the calorific value
and ¢, =3,6 is the conversion factor.
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Fig. 1. Schema of data reading and operation

The reasons why the data interval between March 7, 2014 and March 7, 2015 was chosen
were monthly measurement gaps up to March 7, 2014 and the interest to study not fragment
but annual data. The last ones guarantee acquiring seasonal patterns in temperature and gas
usage which allows using them for the determination of effectiveness of heating process and
forecasting.

Raw data (d,,x,),(d,,x,),....(d,,x,),....(dy,xy) , where d, is the date time, x, is the
corresponding value obtained by a sensor, were preprocessed in the three steps: 1. filling small
gaps and missing values; 2. smoothing data; 3. resampling by selected time intervals to get
clean data for the statistical analysis. It is assumed that the data step is constant for each sensor
reading.

1. Filling small gaps and missing values. In the case of missing value x, and knownx, |,

x,,, the simple averaging formula can be used
X =X, +x,,)/2. (2)

If neighboring sequences of length n correspond to the same pattern, this formula can be
expanded to

itn

xi=%ij,j¢1. 3)

Jj=i-n
In case of larger gaps in the data, the well-known state-of-art interpolation methods [9]
should be considered, e.g.:

x, =(l-o)x, +ox,, xie[xa’xb]’ @)

where a and b are the endpoints of missed interval (gap), o €[0,1] is the interpolation

factor.

For this study the linear interpolation method was chosen, because the lengths of gaps in
selected interval weren’t too large. For larger gaps the more precise methods are
recommended.
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Fig. 2. Raw data and exponential/moving average smoothed data

2. Smoothing raw data. To smooth 'spikes' due to high frequency of the data and possible
errors which were accumulated during gathering the sensor data, such methods like moving
average [10] or exponential smoothing [11] are considered to be the optimal choice because of
simplicity and algorithm's speed. In Fig. 2 the application of these approaches is shown for the
room temperature data.

For an exponential smoothing method defined as

s s
€ =X €4

=0, + (1_(1)6?'5 ae [091] 5 (5)

i

where parameter where parameter o was set to be equal to 0,1.
For instance, for a moving average method
1 w—1
m' = —Zx. . (6)

i i)
W=

where the parameter w is the length of data points for calculation of the moving average
value, was chosen equal to 48 (number of points obtained by sensors during the half of day).

A selection of proper method for the smoothing needs advanced investigation based on
type of the data, frequency, detection of seasonal component, etc. Hence, for the sake of
simplicity a simple exponential smoothing was used to remove a minor amount of 'spikes'
which might have significant impact on resulting data.

3. Resampling smooth data. A daily time step resampling by the averaging smoothed data
readings was done with the use of the next formula

1 &

X, :E,Z:;xj’ X, e[xko,x,%], @)

where x, is the daily averaging value, dp is the number of points during the corresponding

day, x; is the input values during the corresponding day, [x, ,x, ]is the interval of data
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points for the corresponding day. For more precise investigation, maximum/minimum data
values can be considered and resampling interval can be reduced to the smaller parts of the
day.
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Fig. 3 The averaged resampled data

The calculated via these algorithms resampled data were stored in the database in
accordance to the following structure: building — {external temperature {date, value}, gas
usage [kWh] {date, value}, internal temperature {date, space {values 1,k }}, radiator surface
temperatures {date, value} }.

In Fig. 3 the averaged re-sampled data (external temperature, arbitrary selected room air
and surface radiator temperatures, gas usage) for building #4 are shown.

3. Determination of statistical parameters of the preprocessed data. To investigate
the relations between the obtained external temperatures, room air temperatures, surface
radiator temperatures and gas usage, the calculation of Pearson’s correlation coefficients
P(x.y) Was performed via the following formula

N
Z (xi ~ Xmean )(yl = Vinean )
i=l1

p()(,y) = ~ 5 5
\/Z(xi _xmean)zz(yi _ymean)2
i=l1

i=l1

®)

where X and Y are the averaged resampled data sequences, x, € X, y, €Y, x,,, and y, ..

are the corresponding mean values of X and Y.

In Fig. 4-7 the correlation values are shown for different combinations of the data: a) the
external temperatures and the gas usage; b) the gas usage and surface radiator temperatures for
each space where a radiator is mounted; c) the external temperatures and surface radiator
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temperatures, d) A7, and surface radiator temperatures, where A7, is defined as
AT, =T, -T, (T, is the internal space temperatures for space k, where the corresponding

radiator is mounted, 7, is the external temperature). These correlations were calculated for

ext

two arbitrary chosen buildings: #1 and #4. The magnitude of correlations in these figures is
reflected in grayscale: the greater correlation is, the less the intensity.
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Fig. 4. Correlations between the external temperature and gas usage for buildings #1, #4
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4. Results and discussion. As it was expected there are high negative correlations: -0.84
and -0.87 between the gas usage and external temperatures calculated for building #1 and #4
(see Fig. 4). Moreover it was discovered that the distinction between two correlation values
calculated for two buildings obviously related, in particular, to the difference in:
1) thermophysical parameters such the coefficients of thermal conductivity and heat exchange;
2) spaces (rooms) ventilation; 3) space volumes.

Also, it was expected that correlations between the gas usage and the surface radiator
temperatures (see Fig. 5) would be positively equivalent to the correlations between the gas
usage and external temperatures but some negative correlation values were found for building
#4. The conducted analysis of data-out allows one to identify that these anomalies were caused
by the absence of heating in respective spaces (Fig. 8). In these spaces the temperature
distributions are determined not only by the gas usage, but also by the external temperature and
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temperature distributions in the neighbouring spaces. These results in combination with the
disaggregated gas usage can be as an indication of the absence of heating and can be used to
identify non-heated spaces.
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Fig. 8. Normalized gas usage and surface radiator temperature (radiator #1) for building #4

During the correlation analysis of the external temperatures and the surface radiator
temperatures (see Fig. 6) the negative correlation values were confirmed except for the cases
of absence of the compulsory heating. If for building #1 the correlation values were predictable
enough, then for building #4 the anomalies of the same nature as discovered in previous
paragraph were observed.

Except for the correlations between the direct temperatures, the correlation analysis
between difference temperatures A7, and the surface radiator temperatures was conducted

(see Fig. 7). It provided more precise interpretation of statistical processing of the results. The
cases of anomaly negative correlation values reconfirmed preceding results.

The carried out correlation analysis can be helpful for prediction problems of energy
demands for smart homes in the case of availability of a meteorological forecast. Based on the
high correlation values the accuracy of such forecasting will be high enough too.

Statistically studied data can be used for formulation and solving the inverse problem of
estimation of the effective thermophysical parameters (coefficients of thermal conductivity and
heat exchange) of the smart homes which are sometimes difficult to obtain via direct
calculations.

5. Conclusions. In the current work open access smart home sensor data downloaded
from REFIT smart homes project were used to conduct the statistical analysis. During the
research the data were stored in developed sqlite database in order to provide quick and
convenient data readings. Several techniques to clean, smooth and resample available data
were used in the preprocessing stage. The correlation analysis by the Pearson method was done
to study the relations between the gas usage, external temperatures, surface radiator
temperatures and difference temperatures. This analysis discovered different types of relations
depending on weather conditions, compulsory heating processes and thermophysical
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parameters. Based on the obtained results a possibility to use this or similar data for solving
forecasting and inverse problems was proposed.

10.

11.
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VY poborti npoBeneHni KOpeJSIiHHAI aHai3 BIAKPUTHX U1l BUKOPUCTAHHS JJAaHUX "PO3YMHHUX
OynuHkiB", siki Oyiau oTpumaHi B pamkax pociaigHunbekoro mnpoekty REFIT. Meroro mpoekty
OyJ10 3miCHEHHS OCIIJDKEHHS MpobJieMaTHKN eHepro30epekeH s B "pO3yMHHX OyIWHKIB" JIs
noOyoBH e(peKTUBHUX aJTOPUTMIB MiHIMi3alil eHeproButpaT B yMoBax inayctpii 4.0 (Industry
4.0). Cepen ycix 3i0paHuX JaHUX, 30KpeMa, OyJId BHOKPEMJICHHI HAOOpH NaHUX, IO MICTSTh
PO3IOALIN 30BHINIHBOI Ta BHYTPIIIHBOI TeMIlepaTyp, TeMIepaTypH Ha MOBEpXHI 0OirpiBalbHUX
eJIEMEHTIB Ta PO3MOALT CoXKUBaHHs rasy y 20 OyanHkax 3a nepiox Big 7 6epesns 2014 poky 1o
7 6epe3nst 2015 poky.

JUnst MBHUIKOTO 1 3pyYHOTO AOCTYIY O OTPUMAaHMX JaHUX OyJio cTBOpeHo sqlite 6a3y maHux,
inrerpoBany 3 Python API. 3 BuKOpHCTaHHSIM pO3pOOJICHHX ANTOPUTMIB 3/iHCHEHO O0OPOOKY
CHpPHX JaHMX, sKa BKJIIOYaja 3allOBHEHHs IPOITYLICHUX 3HAYeHb y YacCOBHX pslax METOJOM
iHTepHoIsLii, 3M1aJUKyBaHHS HeXapaKTepHUX "HIKIB" Ta MOHMKEHHS 4acTOoTH AaHuX. OOpolbiieHi
TakdM YHHOM JaHi OynM po3MilieHi B 0a3i JaHWUX IS MOJAIBIIOTO iX BHUKOPUCTAHHS Y
JOCIiIXKEHHI.

Jnst owiHKM 3aJieKHOCTEH MK HabopamMu JaHMX (CHOXKHBAaHHS Ta3y Ta 3OBHIIIHIMU
TeMIlepaTypaMu/TeMIepaTypaMd Ha IHOBEpXHI OOIrpiBalbHHX €JIEMEHTIB, TeMIepaTypaMH Ha
MOBEpXHi OOIrpiBaJbHUX €JIEMEHTIB Ta 30BHIMIHIME TeMIlepaTypaMy, pi3HHLEI MiX
BHYTPIIIHBOIO i 30BHINIHBEOI0 TEMIIEpaTypaMH Ta TeMIlepaTypaMy Ha MOBEPXHI 0OIrpiBalbHHX
CJICMCHTIB) TPOBCACHHUI KOpPCIALIMHUNA aHami3 Ta OOYMCIICHI KOPEJSIidHI Koe(illieHTH.
3HaueHHs IUX KoedillieHTiB MiATBEPHIN TIOTE3y PO BUCOKY KOPEIILiI0 MK HaOOpaMH JaHUX
Ta Jany KUIBKICHUH KPUTEpid U1l BU3HAUYCHHS HEONAIIOBAIBHUX NPHUMILIEHb OyanHKIB. Takox,
Ha OCHOBI pe3yJIbTaTiB KOPELIHHOro aHamizy OyJia BCTAHOBJIEHa MOJJIMBICTh BHKOPHCTAaHHS
JaHUX TaKOro THUIy HE JIMIIE Uil 3aiad I[POTHO3YBaHHS BUTpaT, a ¥ Ui (GopMyIIIOBaHHSI
o0epHEHHMX BapiallifHUX 3ajady BH3HAYCHHS e(eKTHBHUX TemwIoQi3UUHUX KOoedillieHTIB
"po3yMHUX OyAUHKIB", HAIPUKIIA]], €EKTHBHOTO TEIIOOOMIHY Ta TEIIOEMHOCTI.

Knrouosi cnosa: posyMHuUil OyIMHOK, aBTOMaru3auis OyJUHKY, cUCTeMa 300py AaHMX, iHTe-
JIEKTyaJbHUN aHaJI3 JaHuX.
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