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Simple but effective program for the improvement of quality of space images, which is based on
spatial and frequency filtration with a variety of filters, is provided are present. The theory of creating
optical masks, which consists in using a convolution operation, is described. As an example, Gauss
smoothing filters are considered. Practical part of this work was realized by using Python 3.7.4
program language in the environment Visual Studio 2017 Community Edition. Some programs where
realized by using Jupyter Nonebook. This are presented 8 spatial filters. Also frequency filtering is
performed by using Lowpass and Highpass filters at different fitting parameters. As an example for
implementation of this program, the image space photography of Defense monastery of St. Basil the
Great was taken. The results of filtering the image in the frequency range by using Lowpass and
Highpass filters at different fitting parameters are shows, that it is better to apply frequency filtering
after spatial selection in certain areas. In particular, for the case of image filtering with Highpass
filters, remains of lost defensive walls of Defense monastery of St. Basil the Great are clearly visible.

Keywords: Gaussian functions, image space images, lowpass and highpass spatial filters.
frequency filters, convolution operation.

Introduction.

With the development of computer technology [1]-[9] there are new opportunities for
better image processing. Moreover, this applies not only to the visible range of electromagnetic
radiation but also to the infrared, ultraviolet, X-ray and microwave range. However, the most
effective remains the registration in the visible range (430-790 nm). This is primarily due to the
structure of the human eye, which can distinguish up to 1.6%¥10” different color shades. It
should also be noted that the qualitative processing of optical images is a prerequisite for
machine vision. In this paper spatial methods of image processing are developed on the
example of cosmic imaging using a variety of masks. There are many different programs that
allow you to enhance the images taken from outer space. However, most of them are either
super-complicated or perform a limited number of operations. So in the presented work a
simple but effective program for the improvement of quality of space an image, which is based
on spatial filtration with a variety of filters, is provided.

Masks for image processing are built on the basis of gradation correlation. From a
mathematical point of view, they provide a link to the brightness of images before and after
transformations. More general communication gives the convolution theorem [10]-[12]. The
discrete convolution of two functions and h(x,y) of size M[IN is denoted by f(x,y)*h(x,y) and
is defined by the expression:
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f(x,y)*h(x,y)=MLNZZf(m,n)'h(x—m,y—n) (1

If ticked F(u,v) and H(u,v) the Fourier transforms of f{x,y) and h(x,y), respectively, one-
half of the convolution theorem simply states that and F(u,v)H(u,v) constitute a Fourier
transform pair. This result is formally stated as:

S y)*h(x,y) < F(u,v)H (u,v) 2

Conversely, the expression on the right can be obtained by taking the forward Fourier
transform of the expression on the left. An analogous result ts that convolution in the frequency
domain reduces to multiplication in the spatial domain, and vice versa:

S y)h(x, y) < F(u,v)* H(u,v) 3)

These two results comprise the convolution theorem. It is important to keep in mind that
there is nothing complicated about what has just been stated. Main filters used to improve the
images are: ideal low-pass filters, Gaussian, Butterworth, and Laplace. As an example we take
into account filters based on Gaussian functions. Its main property is that both the forward and
inverse Fourier transforms of a Gaussian function are real Gaussian functions. We will limit
the discussion here to one variable to simplify the notation. Two-dimensional functions are
similar. The Gaussian filter function given by the equation:

H(u)=Ae ™" “)

where ¢ is the standard deviation of the Gaussian curve. The corresponding filter in the spatial
domain is:

h(x) =2mcde ™" (5)

A plot of a Gaussian filters in the frequency domain is shown in Fig. 1(a, b). The
corresponding filters in the spatial domain is shown in Fig. 2(a, b). Our interest is in the
general shape of h(x), which we generally want to use as a guide to specify the coefficients of a
smaller filter in the spatial domain. A glaring similarity between the two fillers is that all the
values are positive in both domains. Thus, we arrive at the conclusion that we can implement
lowpass filtering in the spatial domain by using a mask with all positive coefficients. Two of
the masks are shown in Fig. 2(a). The narrower the frequency domain filters, the more it will
attenuate the low frequencies, resulting in increased blurring. In the spatial domain this means
a wider filter, which in turn implies a larger mask.

More complex filters can be constructed from the basic Gaussian function of Eq. (5). For
instance, we can construct a highpass filter as a difference of Gaussians as follows:

H(l/l) — 146—142/26[2 _Be—uz/ng (6)

B

with 4 > B and 6, > &,. The corresponding filter in the spatial domain is:

h(x) = \/271:01Ae’2”2"12"2 - \/27102/16’2”2"%"2 @)
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Fig. 1. (a)-Gaussian frequency domain Lowpass filter and (b) - Gaussian frequency domain Highpass
filter.
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Fig. 2. Corresponding Lowpass spatial filter (a) and Highpass spatial filter (b). Two of the masks for
Lowpass and Highpass filtering are shown ine the inserts

Plots of these two functions are shown in Figs. 1(b) and 2 (b), respectively. We note again
the reciprocity in width, but the most important feature here is that the spatial filter has both
negative and positive values. In fact, it is interesting to note that once the values turn negative,
they never turn positive again. Two of the masks for Lowpass and Highpass filtering are shown
ine the inserts of Fig.2(a) and 2(b) respectively.

Results.

Image filtering was done by two methods. The first method was to use already head
masks. In the second case, the filtering was performed in the frequency domain using a
program written on Python 3.7.4 by using internal functions.

Fore the implementation of these methods, the image space photography of Defense
monastery of St. Basil the Great [13] was used and depicted on Fig. 3.
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Fig. 3. Part of the space photography of St. Basil the Great Defense monastery.
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Fig. 4. Laplase filtration of original image.
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Fig. 5. Lowpass (Softening) filtration of original image.
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Fig. 6. Mask for Spot (a) Hipass (b) and High Pass (c) filtration of the original image.
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Fig.7. The results of filtering the image in the frequency range by using Lowhass and Highpass filters at
different fitting parameters o.

On the Fig.4 Laplase filtration of original image is presented. The processing of the initial
image is called the Laplace transform. In the upper left part of the figure is a mask that
corresponds to Laplace transformation. As it should be expected this transformation sharply
emphasized the edges of the image. On the fig.5 we can see Lowpass (Softening) filtration of
original image. A smoothing filter caused to defocus the image. Defocusing may be used as
the preliminary step of image processing for example, to delete small details before discovering
large objects, or to eliminate gaps in lines or details. In any case the smoothing filters are used
to suppress the noise. On the fig.6 the so cold Spot, Hipass and High Pass masks are presented.
In the case of our image (fig.3), they do not provide a special improvement. At figures 7, the
results of filtering the image in the frequency range by using Lowhass and Highpass filters at
different fitting parameters ¢ are presented. As the last figure shows, that Lowhass filters are
effective for small values of fitting parameters (o < 12).On the contrary, for Highpass filters,
better separation is observed at ¢ > 12.

Conclusions.

An analysis of the effects of filters on the image has shown that each of them reveals
certain features of this image. When it comes to perception with the help of the human eye,
then the most useful is Lowpass or Softening filtration (Fig. 5). That is why, because, the
output of a smoothing, linear spatial filter is simply the average of the pixels contained in the
neighborhood of the filter mask. For these reason such filters sometimes are called averaging
filters [10], [12]. The idea behind smoothing filters is straight forward, by replacing the value
of every pixel in an image by the average of the gray levels in the neighborhood defined by the
filter mask. This process results in an image with reduced. “sharp” transitions in gray levels.
Because random noise typically consists of sharp transitions in gray levels, the most obvious
application of smoothing is noise reduction. However, edges (which almost always are
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desirable features of an image) also are characterized by sharp transitions in gray levels, so
averaging filters have the undesirable side effect that they blur edges.

By using of other filters which are proposed in the work, an opportunity has been maid, to
reveal another important features of the image. For example, when applying a Sharpen filter,
you can see more clearly the contours of the defensive walls. The results of filtering the image
in the frequency range by using Lowpass and Highpass filters at different fitting parameters ¢
are shows, that it is better to apply frequency filtering after spatial selection in certain areas. In
particular, for the case of image filtering with Highpass filters (o =24), remains of lost
defensive walls are clearly visible.

However, as seen from the original drawing (Fig. 3), a significant role in image distortion
arises due to noise. The problem lies in the fact that the main sources of pseudo-digital damage
occur in the process of receiving it as well as in the process of transmission. So further efforts
will be associated with restoring images by taking a noise.
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Supplement. An example of a program written on Python 3.7.4 by using internal functions.

import matplotlib.pyplot as plt
plt.re('xtick', labelsize=4.5)
plt.re('ytick', labelsize=4.5)
plt.rc('axes’', titlesize=6)
import numpy as np
from scipy import ndimage
from PIL import Image
def plot(data, title):
plot.i+=1
plt.subplot(3,3,plot.i)
plt.imshow(data)
plt.gray()
plt.title(title)
plot.i=0
im1 = Image.open('photo.png')
im =iml.convert('L")
data = np.array(im, dtype=float)
plot(im, 'Original')

kernel = np.array([[1, 2, 1],

12, 4,2],

(1,2, 11D
highpass_3x3 = ndimage.convolve(data, kernel)
plot(highpass_3x3, 'Gauss Low Pass Filter (3x3)")
kernel = np.array([[2, 7, 12, 7, 2],

[7,31,52,31,7],

[12, 52,127, 52, 12],

[7,31,52,31,7],

12,7,12,7,2]])
highpass_3x3 = ndimage.convolve(data, kernel)
plot(highpass_3x3, 'Gauss Low Pass Filter (5x5)')

kernel = np.array([[-1, -1, -1],

['19 8’ 'lls

[-1, -1, -1]])
highpass_3x3 = ndimage.convolve(data, kernel)
plot(highpass_3x3, 'Laplace High Pass Filter (3x3)")

kernel = np.array([[-1, -3, -4, -3, -1],
['3’ 0’ 6’ 03 '313
['4’ 67 20’ 67 '4]’
['3’ 0’ 6’ 03 '313
['19 '3’ '4’ '3’ '1]])
highpass_3x3 = ndimage.convolve(data, kernel)
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plot(highpass_3x3, 'Laplace High Pass Filter (5x5)')

kernel2 = np.array([[-1, 0, 1],

['19 03 1]3

['19 03 1]])
highpass_5x5 = ndimage.convolve(data, kernel2)
plot(highpass_5x5, 'Prewitt Gradient Filter (vertical)")

kernel2 = np.array([[1, 1, 1],

[0, 0, 0],

[-1,-1, -1]D
highpass_5x5 = ndimage.convolve(data, kernel2)
plot(highpass_5x5, 'Prewitt Gradient Filter (horizontal)")

kernel2 = np.array([[-1, 0, 1],

['29 03 2]3

['19 03 1]])
highpass_5x5 = ndimage.convolve(data, kernel2)
plot(highpass_5x5, 'Sobel Gradient Filter (vertical)")

kernel2 = np.array([[1, 2, 1],

[0, 0, 0],

['19 '2’ '1]])
highpass_5x5 = ndimage.convolve(data, kernel2)
plot(highpass_5x5, 'Sobel Gradient Filter (horizontal)')

plt.show()

METO/J IIOKPAIIEHHA KOCMO3HIMKIB 3 BUKOPUCTAHHAM
IMPOCTOPOBHUX OIITUYHUX MACOK TA YACTOTHHUX ®LJIbTPIB.
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VYV poGoTi 3amporoHOBaHO MPOCTHH e(EKTUBHUI METO MOKPAIICHHS SIKOCTI KOCMO3HIMKIB,
sKkuil 0a3yeTbCs Ha IMPOCTOPOBIH 1 dYacTOTHiM ¢inbTpauii 300pakeHb 3 BHKOPHUCTAHHAM
pisHoMaHiTHHX (iapTpiB. MeTon 0a3yeTbcsi Ha Teopil CTBOPEHHS ONTHYHUX MAcoK 3
BUKOPUCTAHHSAM TEOPEMH 3TOPTKH 3 HACTYIMHHM 3AIHCHEHHSIM 4YacToTHOI (inbrpamii. Poboty
TAKOTO METOLy MPOJEMOHCTPOBAaHO Ha NPHUKIAIl TayCiBCHKOTO 3TJIa[DKYI0UOro (QiIbTpy.
ITpakTH4Ha YyacTHHA POOOTH peaiizoBaHa i3 BUKOPUCTaHHSM MOBH IporpamyBanHs Python 3.7.4
y cepenosuii po3pooku Visual Studio 2017 Community Edition a Takox i3 BUKOPUCTAHHIM
Jupyter Nonebook. Po3po6nieHo pi3HOMaHITHHBI IIPOCTOPOBEI (BiINBTPH-MACKH @ TAKOX CTBOPEHO
rayciBCbKi BHCOKO- Ta HHM3bKOYACTOTHI (iNbTpH. BiIacTHBOCTSAMHM OCTaHHIX MOXXHA KepyBaTH
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IUIIXOM 3MIiHHM IIepaMeTpy IIMPHHY rayciBChbKoI KpUBOI . Pearmizamito MoxmBocTel (iIbTpiB
IIPOJJEMOHCTPOBAHO HAa KOCMO3HIMKY 3aJIMIIKIB 000poHHOTO MOoHacTupsi CB. Bacunis Benmkoro.
Awnani3z BIuMBY (QUIBTPIB Ha 300paXKeHHs I10Ka3aB, 10 KOXKEH 3 HUX 3JiiCHIOE MeBHy mifo. st
CHOPUUHSTTS. 32 JOIMOMOIOIO JIIOJICBKOrO OKa HaiOUIblll MOMITHHI BIUIMB 3 CHIOIOTH
HU3bKOYACTOTHI 3ria/pKytodi ¢inbtpu. Lle B mepury uepry moB’si3ane i3 TUM , L0 NpU Takiit
¢inpTpamnii 3HAYEHHA SCKPAaBOCTI OKPEMOTO IKCENs 3aMIHIOETBCS CEepelHIM 3HAuYCHHAM Y
rpajamisix ciporo MpH BUKOPHCTaHHI BiAMOBimHOI Macku. [lpm mBpOoMy Ha 300paskeHHI
3MEHIIYIOThCS PIi3Ki IepexoJu Ha piBHI ciporo. OCKUIBKH YCEpeOHEHUIl IIyM INPOSBILIETHCS Y
PI3KUX IIepexo/ax , TO CIiJ| OYiKyBaTH IO 3TJIaPKyBaHHS MIPUBEE 10 3MEHIIeHHS nryMiB. OxgHak
Kpai, sIKi 3aB)K/M IPUCYTHI Ha 300paKEHHSX, TAKOXK XapaKTEPU3YIOThCs PI3KUMH NIepexoaMy Ha
piBHsIX ciporo. ToMy BUKOPHCTaHHS yCEepeIHIOUNX GUILTPIB nae HeOaxaHU edexT y po3MUTTI
KpaiB. YCyHyTH Takuil HEIOJNIK JO3BOJIMJIO BHKOPHCTAHHS TIayCIBCbKMX BHCOKOYAaCTOTHHX 1
HU3bKOYACTOTHUX (DIIBTPIB, Y IKMX MOXKHA 3MIHIOBATH IIHPHHY rayCiBCbKOI KpUBOI ©. 30Kpema
OyJ10 MOKa3aHo, 1[0 Y BUIMAJAKY BUCOKOYACTOTHHX (DiNbTPIB OLIBII Pi3KO MPOSBISIOTHCS KOHTYPH
obopoHHHX MypiB (0 =12). HatoMmicTh mpH BHUKOPHCTaHHI HHU3bKOYACTOTHHUX 3TJIa[DKyFOUUX
GinpTpiB Kpamie NpOTNIANAlOThCS IEBHI IUTaBHI mpocTopoBi obmacti. Tak mpu (o =24)
TIOSIBJISTIOTECS 3QJIHIIKH OOOPOHHUX CIIOPY I ,sIKi HE MPOTJISNAIOTHCS Hi Ha OpPUTiHAII.

AmHai3 KOCMO3HIMKIB TaKOX I0Ka3aB, IO Ha HUX TAKOX CIOCTEPIraroThCs aJUTHBHI IIYMH,
SIKi Ha BIAEThCS YCYHYTH ILUIIXOM 4YacTOTHOI abo mpocTtopoBoi ¢imbrpamii. Taki mymu , sk
NIPaBWJIO BMHHKAIOTh B IpOLIECi caMOi 3HOMKH i4 MOXKHa MO30yTHUCh METOAAMH BiIHOBIICHHS
300pakeHb.

VY poborti Takoxk mpeacrapieHa HamucaHa Ha MoBi Python 3.7.4 opwuriHanbHa nporpama, i3
BUKOPUCTAHHSIM BHYTPIIIHIX (YHKIIH ,sKa TO3BOJSE CTBOPIOBATH MPOCTOPOBI MACKH BHIIUX
TIOPSIZIKIB.

OtpumaHi pe3yiabTaTd MOXYTh OyTH KOPHCHI IPH CTBOPEHHI €JIEMEHTIB KOMII IOTEPHOTO
30py.

Kniouoei cnosa: dyukuis "ayca,Teopema 3ropTKH, KOCMO3HIMKH, ONTHYHI MAaCKH, rayCiBChKi
BHCOKOYACTOTHI i HU3bKOYAaCTOTHI POCTOPOBI (PiIbTPH
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