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Introduction. In pretechnological era metaphor was identified empirically on the ground
of language competence, such identification being largely based on researcher’s intuition.
Lakoff and Johnson’s (1980) conceptual metaphor theory [12] constituted the foundations
of this practice, which has been further developed in modern linguistics. Nowadays the
emergence of text corpora that accumulate huge data files raised the question of metaphor
identification, especially automatic identification which requires the development of special
algorism, i.e. to explicate conscious and subconscious processes accompanying metaphor
identification by experts or just make it easier for them to process data, reducing the factor of
subjectivity. Thus, the authors of Amsterdam corpus of metaphors claim that “depending on the
degree of semantic indivisibility and motivation MIPVU identifier may treat a phraseological
unit as a single metaphoric expression or as a combination of metaphoric and non-metaphoric
ones — depending on the way it recognizes these units” [19]. Notably, S. Glucksberg presents
experimental data suggesting that the time we need to understand metaphor equals the time
we need to understand literal expressions [8].
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Traditionally metaphors are divided into live and dead. Lakoff and Johnson suggest
to define metaphors according to the degree of their novelty as 1) trite (dead); 2) widely
used, understandable to everybody (conventional); 3)original (novel) [12]. They define
dead metaphor as a linguistic expression which is the product of live conceptual metaphor
application in language. Then the conceptual projection ceased to exist and the current
expression retained only the meaning of target domain [12]. According to Lakoff and Johnson
the word pedigree is an example [12]. The scholars contend that the application of the term
‘dead metaphor’ is restricted [12].

For the research purposes nowadays there have been developed CorMet system [14],
MetaNet repository [24]; Amsterdam Metaphor Corpus [19: 6], ATT-Meta [25: 8] and the
corpus of verbs marked according to the source and target of metaphoric transference [22]
are available.

Stages and strategies of metaphor identification. Thus, cormet is defined as corpus-
based system used to discover metaphorical representations of concepts by determining
“systematic variations in domain-specific selectional preferences, which are inferred from
large, dynamically mined internet corpora” [14].

a. Stefanovitsch distinguishes specific techniques for extracting linguistic expressions
representing metaphors from non-annotated corpora. A set of metaphors identification
strategies includes: manual searching; sampling based on source domain vocabulary; on
target domain vocabulary; extricating of sentences containing words from both the source
domain and the target domain; sampling based on ‘metaphoric markers. The procedures also
include corpus analysis annotated for semantic fields/domains [5]. However not all of the
above listed strategies can be technically applied for the Ukrainian language considering the
available resources and software.

The second type of strategies is represented by works of A. Deignan [6]. A. Deignan
suggests the procedure of metaphor analysis from identification of possible list of language
metaphors to processing conceptual metaphors [6]. This procedure is described as the way
from bottom upwards [6]. The algorism of metaphor analysis proceeds from the research
of a small corpus or part of a large corpus manually. Then the determined metaphoric
connections are verified on the basis of a great amount of empirical material [6]. Working
with the British language corpus with the aim of metaphor selection A. Deignan suggests
focusing on the vocabulary representing source domain of metaphorisation — ANIMALS
that include nouns and verbs (pig, fox, wolf, monkey, rat, dog) [10]. A scholar individually
determines specific vectors of metaphoric source domain research — either all elements of
source domain of metaphorisation or its parts. If the analysis aims to determine the source
domain of metaphorisation the following algorism can be applied. It is required to define a
large amount of representational monothematic texts related to the topic of target domain of
metaphorisation. Then by means of key words it is possible to define the metaphoric source
domains represented in the text. The application of this algorism is effective when metaphoric
target domain is represented by concepts ECONOMICS, SPORTS, POLITICS, etc., and less
effective for concepts EMOTIONS, MENTAL ACTIVITY, PERCEPTION [10]. However not
all approaches of metaphor identification elaborated for different languages can be applicable
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to Ukrainian. For example, analyzing English metaphors A. Deignan concludes that a noun
denoting animal transfers into another part of speech depending on whether it is used in
direct or figurative meaning — metaphorically used words ‘hound’, ‘hare’, ‘weasel’, ‘squirrel’
become verbs [10]. Such processes are not characteristic of Ukrainian and, consequently, the
morphologic marking of the text is ineffective.

The third type of strategies represented by the works of P. Koivisto-Alanko, H. Tissari
[13]is aimed at identification of concepts that constitute the source domain of metaphorisation;
analysis of the target domain concepts environment and identification of metaphoric
projections [13]. In application of this approach the subjectivity is unavoidable and, according
to Stefanovitsch, the described source-domain oriented approach is only partially effective,
because preliminary assumptions about source and target domains are necessary [5].

The fourth type of strategies listed above is a combination of the following stages: selection
of sentences (or suitable language units) that include source and target domain vocabulary, which
can be applied for automatic annotation/extraction [9]. This procedure requires comprehensive
source and target domain vocabulary lists compilation as well as corpora annotated for clause
and/or sentence boundaries to ensure the validity of metaphoric expressions [5].

The next strategy based on ‘markers of metaphor discussed by Goatly [11] is an intriguing
possibility for the automatic retrieval of metaphors based on a diversity of explicit linguistic
means indicating the metaphor. They include a wide paradigm of figurative metalinguistic
expressions, general metalanguage expressions indicating semantic variability and even
orthographic devices like quotation marks [5].

Stefanowitsch argues that first, second and third strategies are adaptable to corpora
annotated for semantic fields/domains [5]. This procedure includes obligatory comparison
of words ascribed a source domain tag with the concordances to verify the results [19].

The procedure of metaphor identification MIPVU is based on comparison between
basic and contextual meaning of a word. Basic meaning of a word is a meaning which a) has
characteristic “materiality” — is the most objective, material of all existing meanings of the
word: nominates perceptible physical objects, features or phenomena — everything that can
be seen, felt, smelled, tasted, being thought over is mentally resented by a specific “image”;
b) has characteristic “corporeality” —nominates objects, features or actions related to human
body and bodily actions; c) has characteristic “concreteness” and “unambiguity” — is the most
concrete and unambiguous of all word’s meanings [19].

G. Steen, a participant of MIPVU project, suggests the following empirical cycle of
metaphor identification [20].
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G. Steen believes that while identifying metaphor a researcher should define 1) metaphoric
focus, 2) metaphoric idea 3) metaphoric comparison 4) metaphoric analogy for tenor
interpretation 5) work out metaphoric projection [21].

L.V.Kulchytska arrives at a conclusion that all five stages of analysis is an integration
of existing approaches to the nature of literalness as opposed to figurativeness in general
and these approaches originated from traditional theory of metaphor. The first stage is the
realization of M. Black’s ideas about frame and focus, the second — is an analysis in terms
of extensional semantic theories, the third — is related to the name of G. Miller application
of formalized representation of metaphor, construed as an “open” comparison <...>, and
the analysis of vehicle, the fourth — is the analysis of metaphorised notion — a tenor and
introduction of analogies (in terms of ancient and post-ancient theories of metaphor), then
fifth — is the procedure of metaphor’s projections derivations in terms of G. Lakoff and
M. Johnson [28].

However E. Shutova, L. Sun and A. Korhonen believes that automatic identification
of metaphor may include two procedures: identification of metaphor and interpretation of
metaphor [17].

S. Hahalova indicates that the difficulties with corpus data retrieval arise because linguistic
forms do not represent semantic and conceptual identification. Despite the diversity of
available types of semantic annotations (identification) the majority of researches of secondary
nomination means cannot be based on annotated corpora [29].

There is an approach considered semantic in its essence. The method constitutes the
application of semantic annotation to sample expectant metaphors from the source domain. It
is based on the assumption that semantic tags ascribed to the words may refer to metaphoric
source domains. The method implies the availability of dictionary based semantic annotation
of the whole corpus [19].

Nowadays the process of metaphor identification in a text corpus by a human is facilitated
by information technologies. One of the existing annotation devices is, for example, BRAT
instrument. Shutova’s research was dedicated to automated annotation based on the previous
manual one. After the metaphoric expressions had been identified manually, 241 out of 761
sentences turned out to contain metaphor, while metaphoric meaning was expressed by a verb in
164 phrases [17]. The suggested methods rest on the assumption that target concepts associated
with the definite source concepts should appear in similar lexico-syntactic environments
as the manifestation of language usage. Thus, clustering concepts using grammatical and
lexical parameters enables to trace their associative relations and pick up a great number of
metaphorical expressions beyond our seed set. For example, any previous sentence as a part
of the seed set enables the system to identify metaphors in all following ones. Consequently,
the proceeds from a seed set of metaphors performs unsupervised noun clustering with the
aim of identifing target concepts associated with the same source domain; then by means of
unsupervised verb clustering it creates a source domain verb lexicon [17].

A group of scholars [26; 1] introduce semasiological approach to identification of
conceptual metaphors in a certain discourse The scholars focus on a number of methodological
solutions concerning the starting points of the research, samples of the potential metaphors.
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This method is created to account for all potential conceptual metaphors in corpora under
investigation and is based on combination of qualitative with quantitative analysis.

It is believed that “the development of automated systems capable of metaphors processing
requires manually created electronic resources containing samples of metaphoric expressions
and information referring to their correlation with conceptual metaphors to facilitate metaphoric
annotation of corpora [3]. However manual compilation of “metaphoric” resources is considered
the only possible way of corpora analysis which reflects the current situation. Nevertheless,
there has been collected a huge amount of dictionary-based data about metaphor (manually
compiled) that can be useful in the procedures of automated metaphors annotations.

Procedures of linguistic metaphors identification MIPVU contain indistinct instructions
concerning identification of phrases based on metaphor/metonymy/ metaphtonymy and proved
to be unsuccessful when scholars attempted to verify it on the basis of the Russian language [3].

MIPVU operates the following classes of metaphoric expressions: Indirect Metaphor (MIPVU
considers phraseological units as indirect metaphors; ambiguous cases (WIDLII); Implicit
Metaphor; Possible Personification; cases subject to analysis (DFMA); Direct Metaphor and
direct metaphor marker (mFlag) [19]. It is worth mentioning that the inclusion of Personification to
metaphoric expressions is rather dubious so far as the suggested classification is based on different
parameters. Firstly, whether there are any cases of implicit personification; secondly, personification
is not the only type of conceptual interrelation (scholars identify alongside anthropomorphic
personification — zoomorphic, phitomorphic personifications and personification of artifacts,
depending on the type of concepts engaged in the process of metaphorisation).

Another team of researchers extended this list by adding two more classes:
phraseological units (Set Expression) and Proper Name [3]. MIPVU treats proper names
as indirect metaphors [19].

It’s worth attention that Y. Badryslova, N. Shehtnman, R. Kerimov keep to a broad
definition of metaphor — as a transference of both human features and characteristics of any
animated creatures to unanimated objects and abstract notions. In a number of cases of source
domain identification it is practically impossible to specify the animated creature — whether
a human being or an animal is implied.

Statistical methods are applied either as a purely statistical approach or as a complement
of other methods, in particular semantic one. The latter employs “the degree of coordination
between annotators” — the statistic methods used to estimate the degree of coincidences in
decisions made by annotators independent of one another in analogous situations [3].

Some researchers identify metaphor by statistical methods [23; 15; 22; 7]. They bring
forward an idea that the analysis should rely on statistical patterns of language usage [4]. They
argue that any previous level of metaphor analysis informs the following; which makes it
possible to avoid recomputing already-computed results. All levels of analysis rely on corpus
statistical analysis and a certain amount of predefined semantic knowledge [4].

The scholars apply the parameter of “abstractness — concreteness” claiming that the noun
is used metaphorically when its features do not associate with attributive adjective [4]. After
the potential metaphors having been defined authenticity of metaphorisation is estimated by
statistical methods and the achieved results are manually verified by corpus annotators [4].
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A. Caruso introduces the method of metaphors identification based on the sampling of
collocations within the collection of monothematic texts. The aim of such investigations is to
find out the tendency of certain words to co-occur as an indicator of their literal or metaphoric
meaning [16]. The method implies selective identification of metaphors which belong to a
specific target conceptual sphere [16]. Unfortunately the author did not mention the coefficient
used to calculate the degree of semantic associations of collocation components. The author
proceeds pointing out that the procedure implied generating of concordances and manual
analysis of context [ 16]. This methodology is less effective than the methodology suggested by
Gandy et. al [4], but it is active when any other powerful resources and instruments developed
for some languages, including English, are unavailable.

Comparative approach has been suggested by T. Shimizu, M. Shimokura presenting
computer software “T-Scope version 2.0” to sample collocations [27]. ‘Mental Distanse’
analysis, introduced by T. Shimizu [27] is the key notion of their approach.

Consequently, one of the preliminary stage in metaphor identification in text corpora
implies automated annotation of potential metaphors with the help of metaphor databases
(that include lexical and phraseological databases, databases of figuratively used proper
names). Metaphoric databases should include as their component information about metaphoric
collocations, identified by means of n-gram method and semantically annotated respectively.
This will enable further automated annotation of metaphoric expressions based on determination
whether a certain element of the collocation belongs to a specific semantic class. Semantic
class of the element can be determined in the course of its dictionary definition analysis. For
example, the metaphoric meaning of the following Ukrainian noun word combinations (Ha
CUHbLOMY OKcamumi ymaapa nexcana eubaziuéa 3010ma dpaciemxa...; i No2nslode Ha Caill
ManeHvbKutl 3010mutl 200uHHUYOK: Yac imu; Miti Apocnas 6y6 3010moio oumunoo 00 uocmozo
KIACY, NOKU He Nepexeopis...; A maxu KOMIIeKCyio, 3010ma mMos 0iguunko...) can be identified
depending whether they belong to the class animated/unanimated creatures.

Scholars make use of dictionaries while performing different analytical procedures.
0. Belikova and G. Gurin developing operational criteria of metaphor conventionality
evaluation point out that in this case the dictionary serves as an analogue of an “average native
speaker”. This criterion, first of all, enables to differentiate innovative, occasional, fresh, rare
metaphors — on the one hand, and usual metaphors, registered in the dictionary — on the other.
Secondly, if the reference meaning is not registered in the dictionary this may be interpreted
as an indicator of metaphoric expression development in the language, its transference to
the area of etymological metaphors [29]. The employment of dictionary information makes
it possible to avoid limitations such as language consciousness and language competence
of “an average speaker”. The dictionary should be considered as a product of collective
consciousness of native speakers devoid of consciousness/competence fragmentariness of a
single language personality.
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BucsitneHo cydacHi MeToau Ta pouenypu inenrudikamii Mmetadop y Kopirycax TEKCTiB.
OCHOBHY yBary NpHALICHO MepeBaraM KOMOIHOBAHOTO CEMaHTHYHOTO Ta CTATHCTHYHOTO
MIPUHLUITY MeTapOpHUIHOTO aHOTYBaHHS KOPITYCY, pOJIi MeXaHi3My Bepr(iKkalii IepeHOCHOTO
3HaYeHHS MOBHHX OJIMHUIIb, IKHI 3aCHOBaHHU Ha BUKOPUCTAHHI BiAMOBIJHUX CIIOBHUKOBUX
pecypciB A aBTOMaTH30BaHo1 ineHTH]ikarii metadop.

OCHOBOIO JIOCII/DKCHHS € TEKCTOBI KOPITYCH SIK JUKEPEJIO BEIUKOro 00CATYy JIaHuX Ta
PO3IVIS BiAMIOBIIHUX AJTOPUTMIB, CIIPOMOXKHHX MMOSCHUTH CBiIOMI UM TTiICBiIOMI ITpOIIeCH
ineHTudiKarii Metaop JOCITi THUKAMH, & TAKOXK MOYKITMBOCTI CITPOIICHHS MPOIICAYPH aHATI3Y
JIaHUX, y SKUX (Tporenypax) ¢pakTop cy0o’€KTHBHOCTI 3MEHIIICHO M YCYyHYTO. TeKcTyanbHHI
aHaJIi3 MeTadop 3aCHOBAHO Ha HACTYIHUX pecypcax: cucrema CorMet, peno3utopiit MetaNet,
Amsterdam Metaphor Corpus, ATT-Meta Ta kopIyc mieciiB, ITO3HAYEHUX BiATIOBITHO IO
IXHBOI HAJEKHOCTI 10 METH 4H JuKepesia MetadopudHoro nepeHocy. Eramm ta crparerii
imeHTH(iKamii KOHIENTyaJbHUX MeTa(op CTAHOBIATH crielu(iuHl MPUAOMHU BHITYyYCHHS
3 HEAaHOTOBAHUX KOPITYCiB JIIHTBaJbHUX BUPA3iB, IO MICTATH MeTa(opH, Ta BU3HAYAIOTH
MIPOLIEAYPH aHANI3y MeTa(op IUIIXOM 1IeHTU(IKALI MOKITMBOTO CIIUCKY MOBHUX MeTadop.
ABTOMaTHYHE BUITy4deHHs MeTadop 3aCHOBaHE Ha aHAJi31 pI3HOMaHITHUX MOBHHX BUPAa3iB, 1110
BKa3yIOTb Ha MeTahopH. [0 HUX HaJIXKUTh IIMPOKA apaJurMa NepeHOCHUX METAIIHIBAIbHUX
BHUpa3iB, 3aralbHUX METAMOBHHUX BUPa3iB, sIKi BKa3yIOTh Ha HEOJHO3HAYHICTh CEMaHTHKH Ta
HEBIAMOBIAHICTE MK OCHOBHHM Ta KOHTEKCTYaJbHUM 3HAUCHHSM CJIOBA, B TOMY YHCII 1
opdorpadiuHi IPHIHOMH, HATTPUKITAM, JAITKH.
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HesBakatoun Ha pi3HOMAaHITHICTh HasBHUX CHOCOOIB CEMAaHTHYHOTO aHOTYBAaHHS
(imeHTHdiKyBaHHS) y MepeBaXkHil OLIBIIOCTI JOCTIIKeHb 3ac00iB BTOPUHHOI HOMiHAII{
AQHOTOBAHI KOPIIYCH HE MOXYTh CTAHOBHTH 00’€KTHBHOI OCHOBH aHali3y. PisHOMaHITHI
aHAJITUYHI IpoLeaypH ieHTHiKamii MeTadop 3a1ydaroTh CIOBHHKOBI PECYPCH SIK MOJIEIb
“CepeHPOCTAaTUCTUYHOTO HOCIS MOBH™ Ta/a00 SIK MPOAYKTY KOJIEKTHBHOI CBIZIOMOCTI MOBIIIB
HA MPOTUBAry cy0’eKTHBHil (hparMEeHTapHOCTI OKpeMO1 MOBHOI 0COOMCTOCTI.

Kniouosi crnosa: metadopa, inentudikaris Mmeradopu, TEKCTOBHI KOPITyC, aHOTYBaHHS
TEKCTOBOT'O KOPITYCY.



