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In the paper we prove a theorem on asymptotic behavior of joint distribution
of overshoot and the first passage time of a Markov chain homogeneous in time
for the level and partially homogeneous in the space. Local limit theorem for
the first passage time follows from this theorem as a corollary.
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1. Introduction. Let X = {X,, = X (u,n), n > 0} be a homogeneous in time
Markov chain with values on the real line R = (—o0,00), with the initial value u =
= X (u,0) = Xy and transition probability

P(u,B)= (X, € B),

where X7 = X (u,1) and let B € 8 (R) be a o-algebra of Borel sets in R.

Recently there appeared many papers ([1],[2],[3],[5]), where in some boundary value
problems for random walks described by Markov’s chain, are studied. In these papers, a
linear first passage time of the form

Te=inf{n>0: X, >c},

is considered, here ¢ > 0 and we assume that inf {©} = cc.

The role and importance of the first passage moment 7. in the theory of boundary
problems for random walks and also in applied problems of probability theory and
mathematical statistics are explained in the papers [1, 2, 5, 9, 10, 11].

In the present paper we prove a theorem on asymptotic behavior of joint distribution
of overshoot R. = X, — c and the first passage moment 7. of the form (1) of the Markov
chain X. A local limit theorem follows from this theorem as a corollary under which we
understand any statement on the fact that under some conditions there exists a function
P (n,c) such that P(7. =n) = P(n,c)(1+0(1)) as ¢ — oo (n = n(c) — o0).
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In particular, there is revealed the effect that when partial homogeneity property
is satisfied in the Markov chain the asymptotics of probability P (7. = n) coincides with
the asymptotics of the same probability for a case of ordinary process of summation of
independent identically distributed random variables with positive mean value and finite
variance. The property of asymptotic independence of the overshoot R. and the first
passage time 7. is also revealed for a partially homogeneous Markov chain in the space,
that for ordinary random walk is proved in the papers [9,10].

Notice that asymptotic behavior of probability P (7. =n) in the case when the
Markov chain is described by the sums of independent identically distributed random
values, is studied in the papers [6,7,8].

2. Conditions and denotation. By ¢ (u) = X7 — u we denote the jumps of the
chain X from the state u for a step whose distribution is defined by the equality

P(u+¢(u)e B)=P(u,B), BepB(R).

As in [2] for the chain X we assume that this is N-partially homogeneous (or
simply partially homogeneous) in the space, i.e. for some N > 0 the transient probability
P (u,dv) for u > N and v > N depends ounly on the difference v — u. This means that the
chain X behaves for © > N as ordinary process of summation of independent random
variables (1,(o distributed as some random variable ¢, whose distribution on the set
(N — u, 00) coincides with the projection of distribution of the jump ¢ (u) = X (u,1) —u
of the Markov chain X.

Notice that the chain Y (k) defined by the recurrent relations

Y (k4 1) = max (0, (k) + G

is O-partially homogeneous. As is known ([1, 2, 11]) such chains describe the work of a
number of queening systems.
n
In sequel, we denote S, = > (. We assume that the random variable ¢ has the
k=j
mean value x4 = E¢ > 0 and variance 02 = D( < oo.

Notice that the paper is a continuation and complementation of the paper [3], where
integral limit theorems are studied for the first passage time 7. of a wider class of the so
called asymptotically homogeneous (in time and in space) with drift of Markov’s chains,
when E¢, (u) — u € R as u,n — oo (here ¢, (¢) is a jump from the state u at time n).

Let By 2 B; 2 ... be some non-increasing sequence of sets in R. As in [4] we say
that the chain X, is asymptotically homogeneous in time and space (in the direction of
the set B,,), if the distribution of the jump (, (u) weakly converges to the distribution
of some random variable ¢ as u — oo uniformly with respect to u € B,,.

Denote the characteristic functions of the random variables ¢, (u) — g and ¢ — u by

on (A 1) = BN G (w=n)

and

on (\) = EeC1 X e R.
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3. Formulation and proof of the main result.

Theorem 1. Let a homogeneous in time Markov chain X with the initial value u = X
be partially homogeneous in the space (0 < N < u < o0), and let a random variable
have a non-lattice dzstmbutwn with = E¢ >0 and 0 < 02 = D( < 0.

Ifn=n/(c) :——|—9 Y/, 0(c) — 0 € R as c — oo then

0
pe ( —n
P(ro=n, Ro<a)~ —2
ov/n

uniformly with respect to x, 0 < 0 < x < oo and 0 from a bounded set in R, where

(), ¢— o0

x

1

H(a:):ES P(S:, >y)dy
T+

and 7+ =inf{n >1-5, >0}.
Corollary 1. (Local limit theorem). Under the conditions of the theorem, we have
I
, ne (07)
(re=n)~ =275

uniformly with respect to 6 from a bounded set R.

c — OO

Corollary 2. Under the conditions of the theorem as ¢ — oo we have
P(R.<zl|re=n|)— H(z), z>0.

Corollary 2 shows that for a Markov chain partially homogeneous in the space
of the quantities of the overshoot R. and the first passage time 7, are asymptotically
independent ([9,10]).

We need the following facts formulated in the form of lemmas.

Lemma 1. Let a Markov’s chain be homogeneous in time and in space, and “limit jump”
¢ have finite mean value = EC > 0 and variance o = D(.
Assume that the distribution of random wvariable ¢ is non-lattice and the following
conditions are satisfied:
1) The central limit theorem, i.e. X;\;g” = N (0,1) as n — oo holds for the chain X.

2) For some non-increasing sequence By D By D ... of sets in R it holds as n — oo

P (Xy & By, for some k>n)=o(1/vn).

3) For any a >0

sup o (A 2) = (N)]o(1/n), n— oo.
z€B,, A€[—a,a]
Then for any r >0

(z —np)*

P(X, € (x,x+r)) = e 20%n +0(1/v/n)

uniformly with respect to x € R.
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The statement of this lemma follows from the central local limit theorem for
Markov’s chain [4].

Lemma 2. Let the conditions of Theorem 1 be satisfied. Then for any r > 0

NG
P(Xp€(z,x+71)=——=€ 20°n  +0(1/Vn)

ovV2mn

uniformly with respect to x € R.

This lemma follows from Lemma 1, since in the conditions of Theorem 1 the condi-
tions 1),2) and 3) of Lemma 1 (see also [4]) are satisfied.

By means of Lemma 2 we prove the following lemma that play an important role in
the proof of the theorem.

Assume forn > 1, y€ Rand k > 1

Qn,k,h (d:Cl ,,,,, dzy | Yy = P(Cl €dry,..,(; € dIk)| X, € (y,y + h))

This is a conditional distribution of random variables (..., (; distributed as a
random variable ¢ (¢ (u)) given that X, € (y,y + h).

Lemma 3. Let the conditions of Theorem 1 be satisfied. Then
1) for each k the conditional distribution Qn k.p (dz1,... dxk/y) weakly converges as
n — oo to an unconditional distribution of random variables (..., x and their
convergence is fulfilled uniformly with respect to y, y — np = O (y/n) and h from
a bounded set B in (0,00), 0 < inf B < sup B < 0.
2) For any number 0 € (0,1) there exists a constant in M = M (0) such that for all
y, y —nu =0 (y/n) and h € B it holds

Qn,k,h (d:vl,,,,,dxk/y) <MP (C €dxy,. . Ck € d:vk).
Proof.

P(C € dxy. .. Ck € dxy, X, € (yuy+ TL))
win (A1, driy) = P )
Qn.kp (dz1, dry/y) P (X, € (y,y+n))

- P (X, € (y,y+h)) % (1)

k k
P(Xnke <y— in,y— in—l—h))
XP (¢ €dry. (€ day) = (X E:Ey y+h§1 x

XP (¢ € dxy,...,( € day)

Lemma 2 yields

PX, € (-t 1) ~ e (L) @)

uniformly with the respect to y, y — nu = O (y/n) where @ () is the density of normal
distribution with parameters (0,1).
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By relation (2) it is easy to show that for the fixed k and x € R
lim P(Xp—r€(y—x,y—xz+h))
n—0o P(Xn € (y,y+h))
uniformly with respect to y, y — nu = O (/n) and h from a bounded set in (0, 00).
Statement 1) of Lemma 3 follows from (1),(2) and (3).
In order to prove statement 2) of the lemma it suffices to show that as n — co
wp Parcl—oy—s+h)
1<k<n(1-5) P(Xn € (y,y+h))
for the fixed z and y, y — npu = O (y/n) and h from a bounded set B C (0, 00).
Indeed, relation (4) follows from (2) and the following estimations

sup VP (X, € (y,y+h)) < o0,
he€B, y:ly—np|<ey/n

=1 3)

=0(1) (4)

inf vVnP (X, € (y,y+h)) >0
heB, y:ly—np|<cv/n ( ( 2

and
n

sup <W/1/6.

1<k<n(1—8) YV n—k
We need the following lemma.

Lemma 4. Let all the conditions of the theorem be satisfied. Then for any € > 0 there
exists an integer g1 such that for sufficiently large c and for all v, h and x from a bounded
set in R it holds

I(c)=P(Xy,—Xn—i <1, Jie€(q,n] | Xn€ct+A)<eg,
where A = (x,x + h).
Proof. We have I (¢) = I (¢) + Iz (¢) where
L()=P(X,—X,—i<r, Fie(n,n | Xn€ct+A)<e
and
Li(c)=P(X,—X,—; <7, Jiendn) | X,€c+A)
At first we estimate I3 (¢). Assuming n — i = j we have
Li(c)=P(X;—X,—r, Fie 1(1-0)n)/X,€c+A)<
<Xjze—z—r, FJje 1(1-0)n)/X,€c+A).
Hence for 0 < 6 < 1/2 and a = ¢ — z — r from statement 2 of Lemma 1 we get

IL(c) S MP (1, < (1=6)n). (5)
Further by the strong law of large numbers, for the process 7. [3] we have
Te n—1 1
fenzl 2
¢ [

Therefore
P(ra<(1-9)n)—0 as c¢— oo,
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since

&
n=mnic)~ —.
(c) p
Consequently, it follows from (5) that for sufficiently large ¢

C
IQ (C) < 5

Now, let us estimate I (¢). Notice that it follows from the partial homogeneity
property of the chain X,, that in the domain v > N the difference X,,— X,,_; is distributed

3
as the sum S; = Y (; of the steps of the Morkov chain X for i steps. Therefore, from
i=1
statement 2 of Lemma 3 we have

L(c)=P(S;<r, Fie€[q,nd)/Xp,€c+A)SMP(S;<r, Fi>aq). (6)
The strong law of large numbers for the Markov chain [4] holds in the conditions of

theorem 1. Therefore, it follows from (6) that I (¢) < e/2 is fulfilled for sufficiently large

¢q1 and c.
Thus, the statement of Lemma 3 is proved.
Proof of the theorem 1. Divide the interval (0, 7] into m equal parts and let

k-1 k
Ak:( T, —}, k=1,m.
m

m

By the total probability formula we have
P(re=n, Re<r)=)Y P(ro=n/X,€c+A;)P(Xy€c+Ay). (7)
k=1

Considering {7. > n} C {X,, < ¢} for sufficiently large ¢ we have
P(re=n| Xpn€c+Ap)=P(re2n| X,€c+Ag)=
=P(X;<¢, 1<i<n| X,€c+A)=
P >X,—c¢ 1<i<n| X,€c+Ap)=
=P(X,-X;2X,—¢, 1<i<n| X,€c+Ay)
Xn—c¢ 1<i<n| X,€c+Ay).

Hence it is easy to see that

k
P(&?—?‘, 1<i<n|Xn€c—|—Ak)§
m
k—1 .
r, 1<i<n| Xp,€c+Ar]. (8)
m

< P(re=n]| Xn€c+Ak)<P(Si2

From (8) and equality (7) we get

- k

E P(S’i>—r, 1<i<n]| XnEC—i—Ak)P(XnEc—i—Ak)g
m

k=1

<P(re=n, Re<r)<Y P(Xn€c+A)x (9)
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kE—1
><P<Si> r, 1<i<n] Xn60+Ak).
m
Further, it follows from statement 1 of Lemma 2 that for k& and fixed p > 1
lim P(S; 2z, 1<i<p| X,€c+Ay)=P(Si>z, 1<i<p). (10)

n—oo

Since E¢; = p > 0, it follows from the strong law of large numbers that for any
€ > 0 there exists a sufficiently large integer g2

P(Si<z, Ji>q)<e (11)
The following bilateral inequalities follow from Lemma 4 and estimation (11) for
q = max (q1,q2):
P(S;zxz,1<i<q|Xn€c+Ar)—e<P(Sizz,1<i<n|X,€c+A;) < (12)
<P(Sizx,1<i<q|X,€c+Ax)
and
P(Sizz1<i<q—e<P(Si>z, i>1)<P(Si>z, 1<i<q  (13)
It follows from (1 ),(12) and (13) for ¢ = p that
P(Sizz, i21)—2e<P(Sizx,1<i<n|X,€c+A;) <
<P(S;zxz, i>1)+ 2e.
From (9) and the last inequality we have

m

Z(P(Si>£:t, i>1> —25>P(Xn€c+Ak)<
m

k=1

<P(Tc:n,Rc<:E)Z(P (si> k_lx, Q> 1) +2£)P(Xn€c+Ak). (14)
k=1

m

By lemma 1,

i
P(X, Ap) ~ g, (1 1
(Xu € 4 Ay) Uﬁw(aﬁ (15)
as ¢ — OQ.

Inv1ewofn——+9 Yv/¢/u, 0(c) — 6 € R as ¢ — oo, from (15) we find

P(XnEC-FAk)Nj/—\/n%QD (%) as ¢ — o0. (16)

Substituting (16) into (14) for sufficiently large ¢ we have

e (Lo) —s)i%P <T > %x) ~ 2,

k=1

ov/nP (7. —ch<;v)<so( ) (1+4¢) iP(
k=1

where T = inf S;.
i>1

-1
)+25,
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As m — oo and € — oo the left and right hand sides of the last inequality tend to
9 xT
the limit ¢ (_ﬂ) [P (T >y)dy.
9/0
Thus

P(r.=n, R.<x)~

@(%ﬂ) ]P(T>y)dy-

ovn
0

In order to get the affirmation of the proved theorem from the last relation it sufficies
to note the following equality whose proof is in the paper [9]:

P(T>y>=#)msﬁ>y>,
T+

where 7y = inf {7 > 1; S; > 0} is the first stair moment for the sum S; = " (j.
j=1

Notice that Corollary 1 directly follows from the statement of the theorem as z — oo
and Corollary 2 follows from the theorem and Corollary 1.

Remark. Statement of the theorem and its corollaries for an ordinary random
walk are contained in the papers [9,10]. Notice that the studying of the boundary value
problems for Markov’s partially homogeneous chain in many respects can be realized
by means of the results of the theory of summation of independent random variables
(12,9,10,12]).
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