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omIn the paper we prove a theorem on asymptoti
 behavior of joint distributionof overshoot and the �rst passage time of a Markov 
hain homogeneous in timefor the level and partially homogeneous in the spa
e. Lo
al limit theorem forthe �rst passage time follows from this theorem as a 
orollary.Key words: Markov 
hain, limit theorem.1. Introdu
tion. Let X = {Xn = X (u, n) , n > 0} be a homogeneous in timeMarkov 
hain with values on the real line R = (−∞,∞), with the initial value u ≡
≡ X (u, 0) = X0 and transition probability

P (u, B) = (X1 ∈ B) ,where X1 = X (u, 1) and let B ∈ β (R) be a σ-algebra of Borel sets in R.Re
ently there appeared many papers ([1℄,[2℄,[3℄,[5℄), where in some boundary valueproblems for random walks des
ribed by Markov's 
hain, are studied. In these papers, alinear �rst passage time of the form
τc = inf {n > 0 : Xn > c} ,is 
onsidered, here c > 0 and we assume that inf {⊘} = ∞.The role and importan
e of the �rst passage moment τc in the theory of boundaryproblems for random walks and also in applied problems of probability theory andmathemati
al statisti
s are explained in the papers [1, 2, 5, 9, 10, 11℄.In the present paper we prove a theorem on asymptoti
 behavior of joint distributionof overshoot Rc = Xτc

− c and the �rst passage moment τc of the form (1) of the Markov
hain X . A lo
al limit theorem follows from this theorem as a 
orollary under whi
h weunderstand any statement on the fa
t that under some 
onditions there exists a fun
tion
P (n, c) su
h that P (τc = n) = P (n, c)(1 + o(1)) as c → ∞ (n = n(c) → ∞).
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6 Soltan ALIEV, Vugar ABDURAKHMANOVIn parti
ular, there is revealed the e�e
t that when partial homogeneity propertyis satis�ed in the Markov 
hain the asymptoti
s of probability P (τc = n) 
oin
ides withthe asymptoti
s of the same probability for a 
ase of ordinary pro
ess of summation ofindependent identi
ally distributed random variables with positive mean value and �nitevarian
e. The property of asymptoti
 independen
e of the overshoot Rc and the �rstpassage time τc is also revealed for a partially homogeneous Markov 
hain in the spa
e,that for ordinary random walk is proved in the papers [9,10℄.Noti
e that asymptoti
 behavior of probability P (τc = n) in the 
ase when theMarkov 
hain is des
ribed by the sums of independent identi
ally distributed randomvalues, is studied in the papers [6,7,8℄.2. Conditions and denotation. By ζ (u) = X1 − u we denote the jumps of the
hain X from the state u for a step whose distribution is de�ned by the equality
P (u + ζ (u) ∈ B) = P (u, B) , B ∈ β (R) .As in [2℄ for the 
hain X we assume that this is N -partially homogeneous (orsimply partially homogeneous) in the spa
e, i.e. for some N > 0 the transient probability

P (u, dυ) for u > N and υ > N depends only on the di�eren
e υ−u. This means that the
hain X behaves for u > N as ordinary pro
ess of summation of independent randomvariables ζ1, ζ2 distributed as some random variable ζ, whose distribution on the set
(N − u,∞) 
oin
ides with the proje
tion of distribution of the jump ζ (u) = X (u, 1)−uof the Markov 
hain X .Noti
e that the 
hain Y (k) de�ned by the re
urrent relations

Y (k + 1) = max (0, Y (k) + ζk+1) ,is 0-partially homogeneous. As is known ([1, 2, 11℄) su
h 
hains des
ribe the work of anumber of queening systems.In sequel, we denote Sn =
n
∑

k=j

ζk. We assume that the random variable ζ has themean value µ = Eζ > 0 and varian
e σ2 = Dζ < ∞.Noti
e that the paper is a 
ontinuation and 
omplementation of the paper [3℄, whereintegral limit theorems are studied for the �rst passage time τc of a wider 
lass of the so
alled asymptoti
ally homogeneous (in time and in spa
e) with drift of Markov's 
hains,when Eζn (u) → µ ∈ R as u, n → ∞ (here ζn (x) is a jump from the state u at time n).Let B0 ⊇ B1 ⊇ . . . be some non-in
reasing sequen
e of sets in R. As in [4℄ we saythat the 
hain Xn is asymptoti
ally homogeneous in time and spa
e (in the dire
tion ofthe set Bn), if the distribution of the jump ζn (u) weakly 
onverges to the distributionof some random variable ζ as u → ∞ uniformly with respe
t to u ∈ Bn.Denote the 
hara
teristi
 fun
tions of the random variables ζn (u)− µ and ζ − µ by
ϕn (λ, u) = Eeiλ(ζn(u)−µ)and

ϕn (λ) = Eeiλ(ζ−µ), λ ∈ R.



ASYMPTOTIC BEHAVIOR OF JOINT DISTRIBUTION OF THE OVERSHOOT ... 73. Formulation and proof of the main result.Theorem 1. Let a homogeneous in time Markov 
hain X with the initial value u = X0be partially homogeneous in the spa
e (0 6 N < u < ∞), and let a random variable ζhave a non-latti
e distribution with µ = Eζ > 0 and 0 < σ2 = Dζ < ∞.If n = n (c) =
c

µ
+ θ (c)

√

c/µ, θ (c) → θ ∈ R as c → ∞ then
P (τc = n, Rc 6 x) ∼

µϕ

(

θ

σ
µ

)

σ
√

n
H (x) , c → ∞uniformly with respe
t to x, 0 < δ 6 x < ∞ and θ from a bounded set in R, where

H (x) =
1

ESτ+

x
∫

0

P
(

Sτ+
> y

)

dyand τ+ = inf {n > 1 · Sn > 0} .Corollary 1. (Lo
al limit theorem). Under the 
onditions of the theorem, we have
P (τc = n) ∼

µϕ
(

θ
µ

σ

)

σ
√

n
, c → ∞uniformly with respe
t to θ from a bounded set R.Corollary 2. Under the 
onditions of the theorem as c → ∞ we have

P (Rc 6 x |τc = n|) → H (x) , x > 0.Corollary 2 shows that for a Markov 
hain partially homogeneous in the spa
eof the quantities of the overshoot Rc and the �rst passage time τc are asymptoti
allyindependent ([9,10℄).We need the following fa
ts formulated in the form of lemmas.Lemma 1. Let a Markov's 
hain be homogeneous in time and in spa
e, and �limit jump�
ζ have �nite mean value µ = Eζ > 0 and varian
e σ2 = Dζ.Assume that the distribution of random variable ζ is non-latti
e and the following
onditions are satis�ed:1) The 
entral limit theorem, i.e. Xn−nµ

σ
√

n
=⇒ N (0, 1) as n → ∞ holds for the 
hain X.2) For some non-in
reasing sequen
e B0 ⊇ B1 ⊇ . . . of sets in R it holds as n → ∞

P (Xk 6∈ Bk for some k > n) = o
(

1/
√

n
)

.3) For any a > 0

sup
x∈Bn, λ∈[−a,a]

|ϕn (λ, x) − ϕ (λ)| o (1/n) , n → ∞.Then for any r > 0

P (Xn ∈ (x, x + r)) =
r

σ
√

2πn
e
−

(x − nµ)
2

2σ2n + o
(

1/
√

n
)uniformly with respe
t to x ∈ R.



8 Soltan ALIEV, Vugar ABDURAKHMANOVThe statement of this lemma follows from the 
entral lo
al limit theorem forMarkov's 
hain [4℄.Lemma 2. Let the 
onditions of Theorem 1 be satis�ed. Then for any r > 0

P (Xn ∈ (x, x + r)) =
r

σ
√

2πn
e
−

(x − nµ)
2

2σ2n + o
(

1/
√

n
)uniformly with respe
t to x ∈ R.This lemma follows from Lemma 1, sin
e in the 
onditions of Theorem 1 the 
ondi-tions 1),2) and 3) of Lemma 1 (see also [4℄) are satis�ed.By means of Lemma 2 we prove the following lemma that play an important role inthe proof of the theorem.Assume for n > 1, y ∈ R and k > 1

Qn,k,h (dx1,...,dxk | y = P (ζ1 ∈ dx1, .., ζk ∈ dxk)| Xn ∈ (y, y + h)) .This is a 
onditional distribution of random variables ζ1..., ζk distributed as arandom variable ζ (ζ (u)) given that Xn ∈ (y, y + h).Lemma 3. Let the 
onditions of Theorem 1 be satis�ed. Then1) for ea
h k the 
onditional distribution Qn,k,h (dx1,...,dxk/y) weakly 
onverges as
n → ∞ to an un
onditional distribution of random variables ζ1..., ζk and their
onvergen
e is ful�lled uniformly with respe
t to y, y − nµ = O (

√
n) and h froma bounded set B in (0,∞), 0 < inf B 6 sup B < ∞.2) For any number δ ∈ (0, 1) there exists a 
onstant in M = M (δ) su
h that for all

y, y − nµ = O (
√

n) and h ∈ B it holds
Qn,k,h (dx1,...,dxk/y) 6 MP (ζ ∈ dx1,...,ζk ∈ dxk) .Proof.

Qn,k,h (dx1,...,dxk/y) =
P (ζ ∈ dx1,...,ζk ∈ dxk, Xn ∈ (y, y + n))

P (Xn ∈ (y, y + n))
=

=

P

(

Xn−k ∈
(

y −
k
∑

i=1

xi, y −
k
∑

i=1

xi + h

)

| ζ1 ∈ dx1,...,ζk ∈ dxk

)

P (Xn ∈ (y, y + h))
× (1)

×P (ζ1 ∈ dx1,...,ζk ∈ dxk) =

P

(

Xn−k ∈
(

y −
k
∑

i=1

xi, y −
k
∑

i=1

xi + h

))

P (Xn ∈ (y, y + h))
×

×P (ζ1 ∈ dx1, . . . , ζk ∈ dxk)Lemma 2 yields
P (Xn ∈ (y, y + h)) ∼ h

σ
√

n
ϕϕ

(

y − nµ

σ
√

n

)

(2)uniformly with the respe
t to y, y − nµ = O (
√

n) where ϕ (x) is the density of normaldistribution with parameters (0,1).



ASYMPTOTIC BEHAVIOR OF JOINT DISTRIBUTION OF THE OVERSHOOT ... 9By relation (2) it is easy to show that for the �xed k and x ∈ R

lim
n→∞

P (Xn−k ∈ (y − x, y − x + h))

P (Xn ∈ (y, y + h))
= 1 (3)uniformly with respe
t to y, y − nµ = O (

√
n) and h from a bounded set in (0,∞).Statement 1) of Lemma 3 follows from (1),(2) and (3).In order to prove statement 2) of the lemma it su�
es to show that as n → ∞

sup
16k6n(1−δ)

P (Xn−k ∈ (y − x, y − x + h))

P (Xn ∈ (y, y + h))
= O (1) (4)for the �xed x and y, y − nµ = O (

√
n) and h from a bounded set B ⊂ (0,∞).Indeed, relation (4) follows from (2) and the following estimations

sup
h∈B, y:|y−nµ|6c

√
n

√
nP (Xn ∈ (y, y + h)) < ∞,

inf
h∈B, y:|y−nµ|6c

√
n

√
nP (Xn ∈ (y, y + h)) > 0and

sup
16k6n(1−δ)

√

n

n − k
6

√

1/δ.We need the following lemma.Lemma 4. Let all the 
onditions of the theorem be satis�ed. Then for any ε > 0 thereexists an integer q1 su
h that for su�
iently large c and for all r, h and x from a boundedset in R it holds
I (c) = P (Xn − Xn−i 6 r, ∃i ∈ (q1, n] | Xn ∈ c + ∆) < ε,where ∆ = (x, x + h).Proof. We have I (c) = I1 (c) + I2 (c) where
I1 (c) = P (Xn − Xn−i 6 r, ∃i ∈ (q1, n] | Xn ∈ c + ∆) < εand

I2 (c) = P (Xn − Xn−i 6 r, ∃i ∈ (nδ, n) | Xn ∈ c + ∆)At �rst we estimate I2 (c). Assuming n − i = j we have
I2 (c) = P (Xj − Xn − r, ∃i ∈ [1 (1 − δ)n) /Xn ∈ c + ∆) 6

6 (Xj > c − x − r, ∃j ∈ [1 (1 − δ)n) /Xn ∈ c + ∆) .Hen
e for 0 < δ < 1/2 and a = c − x − r from statement 2 of Lemma 1 we get
I2 (c) 6 MP (τa 6 (1 − δ)n) . (5)Further by the strong law of large numbers, for the pro
ess τc [3] we have

τc

c

n−1→ 1

µ
.Therefore

P (τa 6 (1 − δ)n) → 0 as c → ∞,
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e
n = n (c) ∼ c

µ
.Consequently, it follows from (5) that for su�
iently large c

I2 (c) <
c

2
.Now, let us estimate I1 (c). Noti
e that it follows from the partial homogeneityproperty of the 
hain Xn that in the domain u > N the di�eren
e Xn−Xn−i is distributedas the sum Si =

i
∑

i=1

ζi of the steps of the Morkov 
hain X for i steps. Therefore, fromstatement 2 of Lemma 3 we have
I1 (c) = P (Si 6 r, ∃i ∈ [q1, nδ) /Xn ∈ c + ∆) 6 MP (Si 6 r, ∃i > q1) . (6)The strong law of large numbers for the Markov 
hain [4℄ holds in the 
onditions oftheorem 1. Therefore, it follows from (6) that I1 (c) < ε/2 is ful�lled for su�
iently large

q1 and c.Thus, the statement of Lemma 3 is proved.Proof of the theorem 1. Divide the interval (0, r] into m equal parts and let
∆k =

(

k − 1

m
r,

k

m

]

, k = 1, m.By the total probability formula we have
P (τc = n, Rc 6 r) =

m
∑

k=1

P (τc = n/Xn ∈ c + ∆k)P (Xn ∈ c + ∆k) . (7)Considering {τc > n} ⊂ {Xn 6 c} for su�
iently large c we have
P (τc = n | Xn ∈ c + ∆k ) = P (τc > n | Xn ∈ c + ∆k ) =

= P (Xi 6 c, 1 6 i < n | Xn ∈ c + ∆k ) =

= P (Xn − Xi > Xn − c, 1 6 i < n | Xn ∈ c + ∆k ) =

= P (Xn − Xi > Xn − c, 1 6 i < n | Xn ∈ c + ∆k ) =

= P (Si > Xn − c, 1 6 i < n | Xn ∈ c + ∆k ) .Hen
e it is easy to see that
P

(

Si >
k

m
r, 1 6 i < n |Xn ∈ c + ∆k

)

6

6 P (τc = n | Xn ∈ c + ∆k ) 6 P

(

Si >
k − 1

m
r, 1 6 i < n | Xn ∈ c + ∆k

)

. (8)From (8) and equality (7) we get
m

∑

k=1

P

(

Si >
k

m
r, 1 6 i < n | Xn ∈ c + ∆k

)

P (Xn ∈ c + ∆k) 6

6 P (τc = n, Rc 6 r) 6

m
∑

k=1

P (Xn ∈ c + ∆k)× (9)
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×P

(

Si >
k − 1

m
r, 1 6 i < n | Xn ∈ c + ∆k

)

.Further, it follows from statement 1 of Lemma 2 that for k and �xed p > 1

lim
n→∞

P (Si > x, 1 6 i 6 p | Xn ∈ c + ∆k ) = P (Si > x, 1 6 i 6 p) . (10)Sin
e Eζ1 = µ > 0, it follows from the strong law of large numbers that for any
ε > 0 there exists a su�
iently large integer q2

P (Si 6 x, ∃i > q2) < ε (11)The following bilateral inequalities follow from Lemma 4 and estimation (11) for
q = max (q1, q2):

P (Si > x, 1 6 i 6 q |Xn ∈ c + ∆k ) − ε 6 P (Si > x, 1 6 i 6 n |Xn ∈ c + ∆k ) 6 (12)

6 P (Si > x, 1 6 i 6 q |Xn ∈ c + ∆k )and
P (Si > x, 1 6 i 6 q) − ε 6 P (Si > x, i > 1) 6 P (Si > x, 1 6 i 6 q) (13)It follows from (10),(12) and (13) for q = p that

P (Si > x, i > 1) − 2ε 6 P (Si > x, 1 6 i < n |Xn ∈ c + ∆k ) 6

6 P (Si > x, i > 1) + 2ε.From (9) and the last inequality we have
m

∑

k=1

(

P

(

Si >
k

m
x, i > 1

)

− 2ε

)

P (Xn ∈ c + ∆k) 6

6 P (τc = n, Rc 6 x)

m
∑

k=1

(

P

(

Si >
k − 1

m
x, i > 1

)

+ 2ε

)

P (Xn ∈ c + ∆k) . (14)By lemma 1,
P (Xn ∈ c + ∆k) ∼

x

m
σ
√

n
ϕ

(

c − nµ

σ
√

u

)

(15)as c → ∞.In view of n =
c

µ
+ θ (c)

√

c/µ, θ (c) → θ ∈ R as c → ∞, from (15) we �nd
P (Xn ∈ c + ∆k) ∼ x/m

σ
√

n
ϕ

(

θµ

σ

) as c → ∞. (16)Substituting (16) into (14) for su�
iently large c we have
ϕ

(µ

σ
θ
)

(1 − ε)
m

∑

k=1

x

m
P

(

T >
k

m
x

)

− 2ε,

σ
√

nP (τc = n, Rc 6 x) 6 ϕ
(µ

σ
θ
)

(1 + ε)

m
∑

k=1

P

(

T >
k − 1

m
x

)

+ 2ε,where T = inf
i>1

Si.



12 Soltan ALIEV, Vugar ABDURAKHMANOVAs m → ∞ and ε → ∞ the left and right hand sides of the last inequality tend tothe limit ϕ

(

θµ

σ

)

x
∫

0

P (T > y)dy.Thus
P (τc = n, Rc 6 x) ∼

ϕ

(

θµ

σ

)

σ
√

n

x
∫

0

P (T > y) dy.In order to get the a�rmation of the proved theorem from the last relation it su�
iesto note the following equality whose proof is in the paper [9℄:
P (T > y) =

µ

E
(

Sτ+

)P (Sτ+ > y) ,where τ+ = inf {i > 1; Si > 0} is the �rst stair moment for the sum Si =
i

∑

j=1

ζj .Noti
e that Corollary 1 dire
tly follows from the statement of the theorem as x → ∞and Corollary 2 follows from the theorem and Corollary 1.Remark. Statement of the theorem and its 
orollaries for an ordinary randomwalk are 
ontained in the papers [9,10℄. Noti
e that the studying of the boundary valueproblems for Markov's partially homogeneous 
hain in many respe
ts 
an be realizedby means of the results of the theory of summation of independent random variables([2,9,10,12℄).1. Borovkov A.A. Asymptoti
s of probality of 
rossing of boundary by of traje
tory Markov
hain. Regular tails of jumps / Borovkov A.A. // Theory Probab. Appl. � 2002. � Vol.47,Issue 4. � P. 625-653 (in Russian).2. Borovkov A.A. Asymptoti
s of probality of passage of boundary by traje
tory of Markov
hain. Exponentially de
reasing tails of jumps / Borovkov A.A. //Theory Probab. Appl. �2003. � Vol.48, �2. � P. 254-273 (in Russian).3. Rahimov F.H. On limit behavior of linear �rst passage time of the Markov 
hain / RahimovF.H., Abdurakhmanov V.A. // Pro
eedings of IMM of NAS of Azerbaijan � 2007. � Vol.XXVII. � P. 69-74.4. Korshunov D.A. Limit theorems for Markov's general 
hains / Korshunov D.A. // Sib. Mat.Zh. � 2001. � Vol. 42, �2. � P. 354-371 (in Russian).5. Mel� V.F. Nonlinear Markov renewal theory with statisti
al appli
ations / Mel� V.F.//Ann. Probab. � 1992. � Vol. 20, �2. � P. 753-771.6. Rahimov F.H. Lo
al limit theorem for the �rst passage time of random walk / RahimovF.H. // Izv. Azerb. SSR, Ser. �z-te
hn-i matem. Nauk. � 1984. �3. � P. 3-7 (in Russian).7. Rahimov F.H. On asymptoti
 behavior of lo
al probabilities of passage of nonlinearboundaries by perturbated random walk / Rahimov F.H. //Dokl. NANA. � 2005. � �4. �P. 10-19 (in Russian).8. Eppel M.S. Lo
al limit theorem for the �rst moment overshoot / Eppel M.S. // Sib. Mat.Zh. � 1979. � Vol. XX. � P. 181-191 (in Russian).9. Woodroofe. M. Nonlinear renewal theory in sequential analysis / Woodroofe. M. // � SIAM,1982.10. Siegmund D. Sequential analysis. Tests and 
on�den
e intervals / Siegmund D. //New York.et
. Springer-Verlag, 1985.
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