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The research is dedicated to the concept of knowledge and formal approaches of its
management. The focus is on the logic-based models of knowledge representation and
reasoning, in particular, type theories and ontologies, which are backed by formal semantics
and reliable methods of deductive reasoning. The concept of knowledge is considered in
the context of epistemology as justified true belief, where logic serves as a distinguished
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1. INTRODUCTION

Knowledge as interpreted information is one of the key factors in the development of
society. From the standpoint of pragmatism, valid knowledge helps achieve desired states
and avoid undesired ones, where the states and their classification are formed evolution-
ally by the owner of knowledge during the whole life. The sources of knowledge consist
of experience, which is formed from personal cognition and inferences, and information
from other agents, obtained in symbolic, graphic, audio, and other forms of represen-
tation. It is worth noting that the same unit of information is typically mapped into
knowledge structures and roles that differ between various recipients. This phenomenon
is explained by the fact that information interpretation depends on the recipient’s con-
text — a set of knowledge and goals (desired and undesired states) that are inherent to a
recipient during the process of interpretation.

Achievement of ambitious goals requires the use of a significant number of resources
in a relatively limited period, so cooperation between stakeholders is an important factor
for their implementation. The cooperation between stakeholders to achieve an ambitious
goal involves the following stages:

1 set a long-term goal, with a contribution and agreement from each stakeholder;
identify the stepping-stones required for reaching the goal;
split the identified realms of work into smaller tasks;
create a roadmap for planning the sequence of actions;
distribute the tasks appropriately between stakeholders;

6 execute the tasks with active use of communication.

A necessary condition for the successful implementation of a goal in terms of coopera-
tion is the presence of shared unambiguous interpretation of the purposes and objectives,
which typically is specified explicitly. To reach a consistent understanding of the infor-
mation among the stakeholders, and as a result — effective coordination, it is important to
mitigate the influence of personal contexts on the interpretation of the shared information
and adopt the practise of regular communication sessions.

Tt s W N

© Lenko V., Shcherbyna Yu., 2021



Lenko V., Shcherbyna Yu.
140 ISSN 2078-5097. Bicu. JIbsis. yu-ty. Cep. npuksa. marem. ta ind. 2021. Bun. 29

2. TASK ANALYSIS

Let’s consider the possibility to mitigate the influence of personal context on infor-
mation interpretation. The following observations suggest the existence of such a pos-
sibility. Firstly, the context for information interpretation can be specified explicitly —
the definition of concepts, relationships, symbols, which reside in descriptive statements,
should be accompanied by additional information. This approach provides the subject
with a prioritized source for determining the context of information; moreover, context
detailing reduces the number of valid interpretation models [1]. Methods and tools of
ontological engineering [2] are the best fit for the practical implementation of the pro-
posed approach. Secondly, the use of information that is difficult to interpret within an
evolutionarily acquired context is possible only if the context is explicitly specified. This
feature is observed in the theory of formal languages, which is used, namely, in the design
and analysis of programming languages. As a result, providing an explicit context for the
information and the use of formal languages for its representation mitigate the impact
of the personal context on the information interpretation.
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Fig. 1. Relations between the concepts of "data", "information" and "knowledge" [3]

The basis of formal language expressions construction is formal grammar — a set of
rules for creating and transforming syntactic expressions of a language. The form of these
rules directly affects the possibility of constructing a set of valid syntactic expressions
and is characterized by the concept of the representation language "expressiveness". Ac-
cording to N. Chomsky [4], the hierarchy of formal grammars presupposes the existence
of four types of grammars, where each type expands the previous one in the hierarchy,
but none of them can be compared by "expressiveness" with the natural language. For-
mal languages compensate for this difference by the presence of desired computational
properties, in particular, the ability to automate fully or partially the solution to some
reasoning problems within the knowledge base systems.

The hypothesis of knowledge representation that was formulated in the dissertation of
the philosopher B. Smith [5] in 1982 is a fundamental paradigm in the design of knowledge
bases:

Any mechanically embodied intelligent process will be comprised of structural ingredi-
ents that

bullet we as external observers naturally take to represent a propositional account of the
knowledge that the overall process exhibits, and

bullet independent of such external semantic attribution, play a formal but causal and
essential Tole in engendering the behavior that manifests that knowledge.
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By accepting this hypothesis, the knowledge-based systems are the ones that satisfy
it by design. According to the hypothesis, the structures in knowledge-based systems
have to satisfy two major requirements [6]:

1) the ability to interpret them as statements, which in their totality constitute all
knowledge of a system (structures must be the expressions of language that is equipped
with a corresponding truth theory, while syntactic requirements to their form are not
established, i.e., sentence);

2) symbolic structures should play a causal role in the behaviour of a system (i.e.,
comments in programming languages do not meet this requirement).

The statement of the knowledge representation hypothesis reflects the approach to
knowledge representation and its important role in shaping the behaviour of an intelli-
gent agent. Models of knowledge representation and methods for knowledge management,
which aim to reach the effective behaviour of an intelligent agent, have been studied from
the time of Socrates. It is worth noting that the results of the conducted research on
these matters are thesis, principles, theories, hypotheses, models, methods, and observa-
tions that belong to various fields of science, including philosophy, artificial intelligence,
mathematical logic, game theory, economics, psychology.

3. KNOWLEDGE STRUCTURE

The system analysis of the "knowledge" concept in the context of epistemology reveals
the main components of its structure, but there is no final answer to this question, namely
because of Gettier cases. Epistemology is one of the four major branches of philosophy
that researches the concept of "knowledge" in terms of its nature, structure, sources,
limitations, and connections, including the notion of "truth".

Modern philosophers distinguish three main types of knowledge, but in general, there
exist multiple classifications [7]:

1) Declarative knowledge ("know-what"): descriptive statements — statements (pro-
positions) that describe a particular aspect of reality. Declarative knowledge is also called
"descriptive" knowledge;

2) Procedural knowledge ("know-how"): knowledge as an ability to do something, a
skill;

3) Knowledge by acquaintance: this knowledge is formed from personal experience or
by direct interaction with an object of knowledge.

Much of modern and ancient epistemology focuses on the study of declarative knowl-
edge due to the ease of its spread between intelligent agents. Moreover, the knowledge
representation hypothesis assumes the presence of declarative knowledge, so it is reason-
able to analyse its properties in more detail.

Declarative knowledge is conveniently represented with the construction "S knows
that p", where S denotes a subject that knows, and p is a statement that is known [8§].
The question arises, what conditions are necessary and sufficient for S to know that p?
According to the traditional approach to answering this question, which dates to the
time of Plato, to know that p is a "justified true belief". Therefore, "S knows that p" if
the following conditions are met:

1 the statement p is true;
2 S believes that p;
3 S belief that p is justified.

Together these conditions are considered necessary and sufficient for the definition of
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knowledge. If they are satisfied, namely p is true, and S believes that p and this belief is
justified, then "S knows that p". Moreover, if "S knows that p", then S has a justified
true belief that p. Thus, it is argued that declarative knowledge is equivalent to a justified
true belief.

Propositions

Fig. 2. Knowledge structure presented as Venn diagram [9]

Let’s consider the role of each condition from the perspective of the difference between
knowledge and belief. The first condition states that the statement p that S knows is
true, thus not false. Of course, a subject may think that it knows p, and then it turns out
that p is wrong; however, in this case, p is not knowledge, but a misbelief — the subject
was wrong when it thought it knew p. The second condition states: S must believe that
p to know that p. Although some philosophers set that knowledge and beliefs are very
different mental states, the described case with a misbelief suggests the existence of a
belief that can be mistaken for knowledge. Thus, their similarity allows assuming that
knowledge is a kind of belief.

The third condition requires a belief to be justified — it allows distinguishing knowledge
from true belief, which exists due to a successful coincidence. According to the traditional
approach, the belief of S that "p is true" is not a successful coincidence when it is
reasonable or rational to accept p as true from the standpoint of S. In the theory
of evidentialism, the possession of evidence makes a belief justified. The main idea is
that a belief is justified to the extent that it satisfies the evidence from S. In a non-
traditional approach, the justification ensures that a belief of S is true with high objective
probability and therefore is not a successful coincidence. One of the key ideas is that a
high objective probability of truth can be achieved only when belief arises from reliable
cognitive processes and sources. This approach is known as reliabilism.

It is worth noting that both approaches to the justification of true belief are not
sufficient for knowledge since they are affected by Gettier problems. The essence of
these problems is the existence of examples of justified true beliefs, where truth is a
successful coincidence, thus three necessary conditions of knowledge are not sufficient.
Gettier problems clearly show that the connection between what makes a belief true
and what instantiates its truth needs better detail. The recent paper "Intuitionistic
Epistemic Logic" [10] proposed an intuitionistic approach to the interpretation of the
concept of "knowledge", which, according to the authors, is not affected by Gettier
problems. It allows considering the truth of knowledge in the context of Brouwer-Heyting-
Kolmogorov interpretation and creating constructive proofs of its truth using Curry-
Howard isomorphism along with the expressive formal systems of typed lambda calculus.
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4. ONTOLOGIES

There are several kinds of models in knowledge representation and reasoning, where
the most popular are logic-based models, semantic networks, frames, and production
rules. All of them can be characterized by expressiveness, which is the ability to repre-
sent arbitrary knowledge, by well-developed formal apparatus for reasoning that allows
deriving new knowledge consistent to the existing one, and by the ease of use for the user.
The diversity of knowledge representation models can be explained by the varying set of
advantages inherent to each model. At the same time, the design of large and hyper-large
knowledge bases requires a flexible and reliable knowledge representation model, which is
diverse and effectively meets the users’ needs. According to the professional community,
an ontological model is one of the most suitable for this task.

An ontology is a formal, explicit specification of a shared conceptualization that is
characterized by high semantic expressiveness required for increased complexity [11]. In
general, an ontology is represented as a tuple O =< C, R, F' >, where C is a finite set
of domain concepts, R : C' — C denotes a finite set of relations between concepts, and
F corresponds to a finite set of interpretation functions (constraints, axioms) [12]. The
main advantage of ontologies is that they combine the benefits of multiple knowledge rep-
resentation models within a united structure, which allows their application to knowledge
of varying nature. Concepts and relations can be depicted as a semantic network, the
internal structure of a concept resembles a frame model, constraints are represented by
production rules, while formal logic is used for domain axiomatization.

Among the most useful traits of ontologies are spreading a common understanding
about the structure of a domain, facilitation of domain knowledge reuse, explicit spec-
ification of domain context, separation of the domain and operational knowledge. The
breadth of ontology applications correlates with the generality of the domain it rep-
resents. As a result, a foundational ontology contains a taxonomy of general-purpose
concepts. In contrast, task-oriented ontologies usually contain only the concepts that are
important for the description or execution of a concrete task. Domain-oriented ontolo-
gies have a broader practical application and are based on expert knowledge about the
specific domain.

The methods and tools for ontology engineering are described in [11, 13]. The process
of ontology engineering comprises of the following steps:

1 Specification of the domain and ontology scope;

2 Investigation of the possibility to reuse the existing ontologies;

3 Identification of significant concepts in the domain;

4 Definition of classes and their hierarchy;

5 Definition of slots and properties of classes;

6 Definition of facets;

7 Creation of the instances of classes.

Steps 3-4 correspond to the process of domain conceptualization that creates a tax-
onomy of significant concepts. Steps 5-6 detail the properties of the concepts to ensure
the possibility of logical reasoning.

The logical consistency of stored knowledge is a cornerstone property in knowledge
bases and ontologies. The insecurity of this property leads to the derivation of absurd
statements, which are the source of logical fallacy. In modern ontologies, consistency is
ensured by formal systems, which provide syntax and semantics for knowledge represen-
tation and a deduction system for logical reasoning. When choosing between the formal
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systems, it is necessary to analyse their key properties, namely: language expressiveness,
algorithmic decidability and computational complexity of the core reasoning problems.
Nowadays, many ontology engineers use OWL 2 DL technology, which is based on the
description logic formalism. Since description logic is the subset of first-order logic, its
expressiveness is limited. The recent research on the application of higher-order logic
and type theory to ontology engineering brings a higher level of expressiveness into the
field of knowledge representation and reasoning [14].

5. TYPE THEORIES

The main feature of higher-order logics is an organization of propositional statements,
individuals, functions, and other elements into a hierarchy of types, where the entities
can operate only with the elements that reside lower in a hierarchy. Moreover, in higher-
order logics, it is possible to describe the relationships between universals and individuals
clearly and conveniently, without the need for additional constructions [15]. While first-
order logic possesses good meta-properties of compactness and Lowenheim-Skolem, its
limited expressiveness is an obstacle for multilevel reasoning.

The discovery of the Curry-Howard-Lambek isomorphism established the connection
between the formal systems of proof theory, type theory, and category theory. According
to isomorphism, the elements of first-order logic can be represented by the elements of
type theory with dependent types (Tab.1). Moreover, it states that logical proving can
be implemented within the systems of typed A-calculus. This led to the emergence of
new concepts, namely "propositions as types", "proofs as programs" and "simplification
of proofs as evaluation of programs". These concepts are embodied in the software
called proof assistants, in particular Coq [16], Lean [17], Nuprl [18] and others, which
facilitate the construction of mathematical theories and logical theorems proving using
an interactive semi-automatic mode.

Table 1

Relationships between the first-order logic and type theory

First-order logic | Type theory Description
proposition A type A

proof a:A term a of type A

1, Top 0,1 bottom type, top type
AV B A+ B co-product type

ANB Ax B product type

A= B A— B functional type

-A A—0 functional type
J(z:a)B(x) Z(x:A) B(x) dependent sum type
V(:a)B(x) [T(s.a) B(x) dependent product type

Representation of the ontology elements by the means of type theory is presented in
papers [14, 15]. The extensive use of Coq proof assistant for the representation of ontology
elements is not a coincidence, since it provides an implementation of a very expressive
type theory called "Calculus of Inductive Constructions", facilitates the reasoning process
with a set of handy tactics, ensures the termination of reasoning problems and supplies an
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interactive IDE for knowledge representation and reasoning. The most common elements
of an ontology can be encoded in Coq via the following correspondence:

Table 2

Representation of an ontology structure in Coq [19]

Element of ontology Coq representation
Concept Class C: Type.
Instance Instance X: C.

Properties, Inference rules | Class C (attl:nat) (att2:bool): Type := {
f1: attrl -> bool;

.

Binary relation Parameter R: C -> C -> Prop.

Concept inheritance Parameter D1: SubClass G -> C.
Coercion D1: SubClass G > -> C.

"Part-whole" relation Definition PartOf (x y: C) := R x y.

Axiom Al: Reflexive PartOf.
Axiom A2: Asymmetric PartOf.
Axiom A3: Transitive PartOf.
Quantifiers 4, V exists X: C, forall X: C.

Example. Let’s consider a fragment of the ontology O =< C, R, F' > that represents
a domain of an Enterprise System Architecture, where

C = {Network, Request, Service};

R = {Participatern : Request > Service > Prop,
Areconnected : Service > Service > Prop};
F = {Requestpartparticipaten,
Servicepartparticipatern,
intro, foreconnected,
elim, fareconnected}.

Then the representation of the ontology in Coq and the reasoning on it are encoded as
follows:
1. Import used Coq modules:
Require Import Coq.Classes. RelationClasses.
2. Define the root concept in a hierarchy and the relation concept:
Definition Kind:= Type.
Parameter Relation: Kind -> Kind -> Prop.
3. Define the taxonomy of concepts:
Class Network: Type.
Parameter A1: Network -> Kind.
Coercion A1: Network > -> Kind.

Class Request: Type.
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Parameter A2: Request -> Kind.
Coercion A2: Request > -> Kind.

Class Service: Type.
Parameter A3: Service -> Kind.
Coercion A3: Service > -> Kind.
4. Define relations of the ontology and their properties:
Definition Participates In (r:Request)(s:Service) := Relation r s.
Definition Are_ Connected (s1 s2:Service) := Relation s1 s2.
Aziom s_of are connected: Symmetric Are_ Connected.
Aziom t_of are_connected: Transitive Are_ Connected.

Definition Part _of (z y:Kind) := Relation z y.
Aziom r_of part_of: Reflexive Part_of.
Aziom a_of part_of: Asymmetric Part_of.
Axiom t_of part_of: Transitive Part_ of.
5. Define axioms of the ontology:
Axiom Request Part Participates In:
forall(request:Request) (service:Service)(network:Network),
Participates_ In(request)(service) / Part_of(request)(network) -> Part_of(servi-
ce) (network).

Axiom Service_ Part Participates In:

forall (request:Request)(service:Service) (network:Network),

Participates_ In(request)(service) / Part_of(service)(network) -> Part_of(requ-
est) (network).

Axiom intro_ of are_ connected:
forall (s1 s2:Service)(request: Request),
Participates_ In(request) (s1) / Participates_ In(request) (s2) -> Are_ Connected

(s1) (s2).

Axiom elim_ of are_ connected:
forall (s1 s2:Service), Are_ Connected(s1)(s2) ->
exists request: Request, Participates_ In(request)(s1) / Participates_ In(request)
s2).
6. (D)eﬁne and prove a lemma about relations of the ontology using Coq tactics
language:
Lemma Dist Part Are_ Connected:
forall (s1 s2:Service)(network:Network),
Are_ Connected(s1)(s2) / Part_of(s1)(network) -> Part_ of(s2)(network).

Proof.

intros s1 s2 net HI.

destruct H1 as [H1 H2J.

apply elim_of are_connected in HI.

elim HI1; intros req H3; clear H1.

destruct H3 as [H3 Hj]J.

assert (H5:Participates_In(req)(s1) / Part_of(s1)(net)).
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split; assumption.

apply Service_ Part_Participates_In in HS5.

assert (H6: Participates_In(req)(s2) / Part_of(req)(net)).
split; assumption.

apply Request Part_Participates_ In in H6; assumption.

Qed.
ene Coglde
File Edit View Navigation Templaws Ouedes Tool Comgde Windows Help
B x Y
oo Spsmem Archcaure
1 subgoal
pefinition Are Connected (sl s2:Service) := Relation sl s2. 81, 82 : Service
hxiom 8_of_ are connected: Symmetric Are_Connected. net : Network
Aziom t_of are connected : Transitive Are_Connected. H1 : Are_Connected sl s2

HZ : Part_of sl net
pefinition Part of (X y:Kind) := Relation x y. -
Axiom r_of part of : Reflexive Part of. Part_of s2 net
Aziom a_of part of : Asymmetric Part of.
Aziom t of part of : Transitive Part of.

Axiom Request Part Participates_In
forall {request:Request) (service:Service)(network:Network),
Participates_In(reguest)(service) /\ Part_of (request)(network) -> Part_

Axiom Service Part Participates_In:
forall (request:Request)(service:Service)(network:Network),
Participates_In(request)(service) /\ Part of (service)(network) -> Part_

Axiom intro_of are connected : Massages Emors - Jovn |
forall (sl s2:5ervice)(request : Request), —
Participates_In(request)(sl) /\ Participates In(request){si) -> Are Con

Axiom elim of are_connected:
forall (sl s2:Service), Are Connected(sl)(s2} —>
exists request : Request, Participates In(request)(sl) f\ Participates_

Lemma Dist_Part Are Connected:

forall (sl s2:Service)(network:Network),

Are_Connected(sl)(s2) /\ Part of(sl)(network) -> Part of(si)(network).
Proof.

intros sl s2 net HL.

destruct H1 as [H1 H2].

apply elim of are connected in HI1.

elim H1; intros req H3; clear H1.

Ready, proving Dist_Pan_Are_Connected Line: eachar 5 oo

Fig. 3. Ontology representation and reasoning in Coq IDE

6. CONCLUSIONS

Knowledge plays a significant role in the development of individual perception and
affects the progress of society in general. Ambitious goals require time and resources,
and related false beliefs are usually the main obstacle to success. The conducted analysis
of knowledge structure in the context of epistemology as justified true belief emphasized
the role of justification for increasing the objective probability of its truth. Logic-based
models of knowledge representation and reasoning come with several exceptional advan-
tages, namely: 1) formal syntax and grammar that abstract ontology engineers from the
overlapping associations; 2) formal semantics that enriches syntax constructions and pro-
vide an unambiguous way of language expressions interpretation; 3) a deductive system
that derives only valid expressions from valid arguments; 4) explicit context specification
that is regularly validated and detailed during the process of proof construction.

The amount of information tends to grow with time, so it is logical to assume that
the size of knowledge bases will also keep growing. To incorporate the knowledge of
various nature it is advisable to select expressive and structured means of knowledge
representation and reasoning models, in particular, ontological model and type theories
with dependent types. The presented method of ontology elements representation in
Coq proof assistant enables the construction of knowledge bases for personal and shared
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usage, depending on the process of context definition. In personal knowledge bases, the
context is defined by a single person, while in shared knowledge bases the context is
defined by the community or experts, which tend to discuss and define the context based
on the consensus.
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®OPMAJIBHUN OIIXII 1O YIIPABJIIHHA
IMEPCOHAJILHUMU 3HAHHSIMUI

B. JIenbko!, FO. ITlep6una?
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JlocatiIzKeHHsI TPUCBSYEHO MOHATTIO "3HaHHA" i POPMAIBLHUM MiJAXOJAM 0 YIIPABJIiH-
asa HEM. DOKYC 30CepeKEHO HA JIOTIYHO-OPI€HTOBAaHI MO/l IOJAHHS 3HAHHS TA MipKy-
BaHHSI, 30KpeMa, Ha Teopii THUMIB Ta OHTOJOTII, fKi HiAKpimjeHi HagBHICTIO (dhOopMaaIbHOT
CeMAHTHKH Ta HAAIHHAMH MeTOmaMu OeJyKTHBHOrO MipkyBauHs. llomsitra '"3mamms"
PO3IJISIHYTO B KOHTEKCTi emicTeMoJIoril K iCTUHHe OOI'DYHTOBaHe IT€eDeKOHAaHH, Jie JIOTiKa
€ BU3HAYAIHLHUM KOMIIOHEHTOM OOTDYHTYBAHHS 3HAHHS.

3HaHHS BigirparoTs GyHIAMEHTAJBHY POJIb ¥ PO3BUTKY IHAWBIyaIbHOTO CHPHIHSTTS
Ta BIUIMBAIOTHL HA TPOTPEC CYCHiILCTBA 3arajoM. AwmOiTHI misi moTpebyroTh dWacy Ta
pecypciB, a moB’s13aHi 3 HUMHU OMMJIKOBI IEPEKOHAHHS € 3a3BUYail OCHOBHOIO IIE€PEIIKOI0I0
Ha OUIAXY A0 yCmixy. AHAJII3 CTpYKTypu NOHATTS "3HaHHSA" B KOHTEKCTI I'HOCEOJOTIl sIK
0Or'PyHTOBAHOIO iCTHHHOIO IE€PEKOHAHHS 3aKIEHTYBAB POJIb OO DyHTYBAaHHS y IiBHUINEHH]
06’ekTUBHOI iIMOBipHOCTI Horo icTuHHOCTI. JloriuHi MOzesi MOgAHHS 3HAHHS Ta MipKYBaHHS
HAJ HUM MalOTb 6araro CyTTE€BHUX IEPEBar, a came: 1) dopmanbHuil cuaTakcuc i rpamMaruxy,
siki aBCTParyoTh pO3pOOHUKIB OHTOJIOTIH Bix npuposHO HAByTHX aconiamiii; 2) dopmansry
CeMAHTUKY, dKa 30aradye pi3sHOMAHHITTS CHHTAKCUYHUX KOHCTDPYKIIiM i 3abe3medye ogHO-
sHauHmil cnoci6 imTepmperanii Bupasis ¢dopmanbHOT MOBH; 3) JEeJyKTHBHY CHCTEMY, K4
YMOXKJIMBJIIOE€ BUBEE€HHs BUKJIIOYHO ICTHHHUX TBEPAXKEHDb, 33 YMOBH KODEKTHOCTI MMOYAT-
KOBHX apryMeHTiB; 4) sBHy cnenudikanilo KOHTEKCTy, sSKa DPEryJspHO IepeBipserbcs i
JeTaJII3yeThCs MiJT YacC JOBEJEHHS JIOTIYHUX BUPA3iB, BJIACTUBOCTEl MAaTeMAaTHIHUX TeOpiit
i mporpamuunx cnerudikariii.

OO6car indopmarnil Mae TEHJIEHINI0 3pOCTATH 3 YaCcOM, TOMY JIOLIYHO NIPHUILyCTHTHU, IO
po3Mmipu 6a3 3HaAHb TaKOX OyAyTh 3pocTaTd. JIIsg OXOmNIeHHs 3HAHb Pi3HOI NPHPOAHN
JOLIbHO BUOpATH BUPA3Hi Ta CTPYKTYPOBaHi 3aco0M MOJaHHS 3HAHHST Ta MiPKYBaHHSI HAJ
HUM, 30KpeMa, OHTOJIOTiYHI MO/eJIi Ta Teopil THUIIB i3 3aJIeKHUMHU THIIAMHU. 3aIpPOIOHOBA-
HUI MeTO/[ IIOJAaHHS €JIEMEHTIB OHTOJIOTIl B iIHTEDAKTUBHOMY ACHUCTEHTI JOBEJEHHsI Te0peM
Coq mae 3MOry HIpPOEKTyBaTH 0a3u 3HAHb JJisd OCOOMCTOTO Ta CHIBHOTO BUKODUCTAHHS,
SKi 37e6LIb1II0Tr0 BiPI3HAIOTHCS IPOIECOM O3HAYEHHsI KOHTEKCTY. Y IepCOHAJbHUX 0a3ax
3HaHb KOHTEKCT BH3HAYAETHCS OJHI€I0 0CO00I0, TOI fAK Yy CHIIBHUX 0a3ax 3HAHb KOHTEKCT
BU3HAYAETHCH CHIJIBHOTOIO YU €KCIEPTHHMH IDYIaMH, SKi CXHJIbHI 00rOBOPIOBATH IIPOIO-
3uril i 03HAYUTH KOHTEKCT 33 HASIBHOCTI KOHCEHCYCY.

Bukopucranust acucrenrta noeaeHus teopeMm Coq /8 TOJAHHS €JIEMEHTIB OHTOJOTIT
He € BUIIAQJKOBICTIO, ajpKe BiH Hajae€ peaJiizalii jay>ke BupasHoi Teopii Tumis "Yucienns
IHAYKTUBHUX KOHCTPYKIii'", mOJIeriye nporec MipKyBaHHs 32 JOIOMOTOK HAOOPY TaKTHUK
I0BejleHHs1, 3abe3redye PO3B’si3HICTH OCHOBHUX 3a/iad MIPDKYBAHHSI i HAJa€ iHTErDOBaHE
cepenosuiie po3pobku Coq IDE nisa nmoganHs 3HAHHS Ta MipKyBaHHSA HaJ HUM.

Knatowoet caoea: yOpaBiliHHS N€PCOHAJbHUMHU 3HAHHSMHU, IIOJAHHS 3HAHHSA, OHTOJIOTIS,
Teopisd Tumis, ¢popManTbHEe MipKyBaHHS.



