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1. Introduction

Knowledge as interpreted information is one of the key factors in the development of
society. From the standpoint of pragmatism, valid knowledge helps achieve desired states
and avoid undesired ones, where the states and their classi�cation are formed evolution-
ally by the owner of knowledge during the whole life. The sources of knowledge consist
of experience, which is formed from personal cognition and inferences, and information
from other agents, obtained in symbolic, graphic, audio, and other forms of represen-
tation. It is worth noting that the same unit of information is typically mapped into
knowledge structures and roles that di�er between various recipients. This phenomenon
is explained by the fact that information interpretation depends on the recipient's con-
text � a set of knowledge and goals (desired and undesired states) that are inherent to a
recipient during the process of interpretation.

Achievement of ambitious goals requires the use of a signi�cant number of resources
in a relatively limited period, so cooperation between stakeholders is an important factor
for their implementation. The cooperation between stakeholders to achieve an ambitious
goal involves the following stages:

1 set a long-term goal, with a contribution and agreement from each stakeholder;
2 identify the stepping-stones required for reaching the goal;
3 split the identi�ed realms of work into smaller tasks;
4 create a roadmap for planning the sequence of actions;
5 distribute the tasks appropriately between stakeholders;
6 execute the tasks with active use of communication.
A necessary condition for the successful implementation of a goal in terms of coopera-

tion is the presence of shared unambiguous interpretation of the purposes and objectives,
which typically is speci�ed explicitly. To reach a consistent understanding of the infor-
mation among the stakeholders, and as a result � e�ective coordination, it is important to
mitigate the in�uence of personal contexts on the interpretation of the shared information
and adopt the practise of regular communication sessions.
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2. Task analysis

Let's consider the possibility to mitigate the in�uence of personal context on infor-
mation interpretation. The following observations suggest the existence of such a pos-
sibility. Firstly, the context for information interpretation can be speci�ed explicitly �
the de�nition of concepts, relationships, symbols, which reside in descriptive statements,
should be accompanied by additional information. This approach provides the subject
with a prioritized source for determining the context of information; moreover, context
detailing reduces the number of valid interpretation models [1]. Methods and tools of
ontological engineering [2] are the best �t for the practical implementation of the pro-
posed approach. Secondly, the use of information that is di�cult to interpret within an
evolutionarily acquired context is possible only if the context is explicitly speci�ed. This
feature is observed in the theory of formal languages, which is used, namely, in the design
and analysis of programming languages. As a result, providing an explicit context for the
information and the use of formal languages for its representation mitigate the impact
of the personal context on the information interpretation.

Fig. 1. Relations between the concepts of "data", "information" and "knowledge" [3]

The basis of formal language expressions construction is formal grammar � a set of
rules for creating and transforming syntactic expressions of a language. The form of these
rules directly a�ects the possibility of constructing a set of valid syntactic expressions
and is characterized by the concept of the representation language "expressiveness". Ac-
cording to N.Chomsky [4], the hierarchy of formal grammars presupposes the existence
of four types of grammars, where each type expands the previous one in the hierarchy,
but none of them can be compared by "expressiveness" with the natural language. For-
mal languages compensate for this di�erence by the presence of desired computational
properties, in particular, the ability to automate fully or partially the solution to some
reasoning problems within the knowledge base systems.

The hypothesis of knowledge representation that was formulated in the dissertation of
the philosopher B. Smith [5] in 1982 is a fundamental paradigm in the design of knowledge
bases:

Any mechanically embodied intelligent process will be comprised of structural ingredi-
ents that

bullet we as external observers naturally take to represent a propositional account of the
knowledge that the overall process exhibits, and

bullet independent of such external semantic attribution, play a formal but causal and
essential role in engendering the behavior that manifests that knowledge.
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By accepting this hypothesis, the knowledge-based systems are the ones that satisfy
it by design. According to the hypothesis, the structures in knowledge-based systems
have to satisfy two major requirements [6]:

1) the ability to interpret them as statements, which in their totality constitute all
knowledge of a system (structures must be the expressions of language that is equipped
with a corresponding truth theory, while syntactic requirements to their form are not
established, i.e., sentence);

2) symbolic structures should play a causal role in the behaviour of a system (i.e.,
comments in programming languages do not meet this requirement).

The statement of the knowledge representation hypothesis re�ects the approach to
knowledge representation and its important role in shaping the behaviour of an intelli-
gent agent. Models of knowledge representation and methods for knowledge management,
which aim to reach the e�ective behaviour of an intelligent agent, have been studied from
the time of Socrates. It is worth noting that the results of the conducted research on
these matters are thesis, principles, theories, hypotheses, models, methods, and observa-
tions that belong to various �elds of science, including philosophy, arti�cial intelligence,
mathematical logic, game theory, economics, psychology.

3. Knowledge structure

The system analysis of the "knowledge" concept in the context of epistemology reveals
the main components of its structure, but there is no �nal answer to this question, namely
because of Gettier cases. Epistemology is one of the four major branches of philosophy
that researches the concept of "knowledge" in terms of its nature, structure, sources,
limitations, and connections, including the notion of "truth".

Modern philosophers distinguish three main types of knowledge, but in general, there
exist multiple classi�cations [7]:

1) Declarative knowledge ("know-what"): descriptive statements � statements (pro-
positions) that describe a particular aspect of reality. Declarative knowledge is also called
"descriptive" knowledge;

2) Procedural knowledge ("know-how"): knowledge as an ability to do something, a
skill;

3) Knowledge by acquaintance: this knowledge is formed from personal experience or
by direct interaction with an object of knowledge.

Much of modern and ancient epistemology focuses on the study of declarative knowl-
edge due to the ease of its spread between intelligent agents. Moreover, the knowledge
representation hypothesis assumes the presence of declarative knowledge, so it is reason-
able to analyse its properties in more detail.

Declarative knowledge is conveniently represented with the construction "S knows
that p", where S denotes a subject that knows, and p is a statement that is known [8].
The question arises, what conditions are necessary and su�cient for S to know that p?
According to the traditional approach to answering this question, which dates to the
time of Plato, to know that p is a "justi�ed true belief". Therefore, "S knows that p" if
the following conditions are met:

1 the statement p is true;
2 S believes that p;
3 S belief that p is justi�ed.

Together these conditions are considered necessary and su�cient for the de�nition of
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knowledge. If they are satis�ed, namely p is true, and S believes that p and this belief is
justi�ed, then "S knows that p". Moreover, if "S knows that p", then S has a justi�ed
true belief that p. Thus, it is argued that declarative knowledge is equivalent to a justi�ed
true belief.

Fig. 2. Knowledge structure presented as Venn diagram [9]

Let's consider the role of each condition from the perspective of the di�erence between
knowledge and belief. The �rst condition states that the statement p that S knows is
true, thus not false. Of course, a subject may think that it knows p, and then it turns out
that p is wrong; however, in this case, p is not knowledge, but a misbelief � the subject
was wrong when it thought it knew p. The second condition states: S must believe that
p to know that p. Although some philosophers set that knowledge and beliefs are very
di�erent mental states, the described case with a misbelief suggests the existence of a
belief that can be mistaken for knowledge. Thus, their similarity allows assuming that
knowledge is a kind of belief.

The third condition requires a belief to be justi�ed � it allows distinguishing knowledge
from true belief, which exists due to a successful coincidence. According to the traditional
approach, the belief of S that "p is true" is not a successful coincidence when it is
reasonable or rational to accept p as true from the standpoint of S. In the theory
of evidentialism, the possession of evidence makes a belief justi�ed. The main idea is
that a belief is justi�ed to the extent that it satis�es the evidence from S. In a non-
traditional approach, the justi�cation ensures that a belief of S is true with high objective
probability and therefore is not a successful coincidence. One of the key ideas is that a
high objective probability of truth can be achieved only when belief arises from reliable
cognitive processes and sources. This approach is known as reliabilism.

It is worth noting that both approaches to the justi�cation of true belief are not
su�cient for knowledge since they are a�ected by Gettier problems. The essence of
these problems is the existence of examples of justi�ed true beliefs, where truth is a
successful coincidence, thus three necessary conditions of knowledge are not su�cient.
Gettier problems clearly show that the connection between what makes a belief true
and what instantiates its truth needs better detail. The recent paper "Intuitionistic
Epistemic Logic" [10] proposed an intuitionistic approach to the interpretation of the
concept of "knowledge", which, according to the authors, is not a�ected by Gettier
problems. It allows considering the truth of knowledge in the context of Brouwer-Heyting-
Kolmogorov interpretation and creating constructive proofs of its truth using Curry-
Howard isomorphism along with the expressive formal systems of typed lambda calculus.
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4. Ontologies

There are several kinds of models in knowledge representation and reasoning, where
the most popular are logic-based models, semantic networks, frames, and production
rules. All of them can be characterized by expressiveness, which is the ability to repre-
sent arbitrary knowledge, by well-developed formal apparatus for reasoning that allows
deriving new knowledge consistent to the existing one, and by the ease of use for the user.
The diversity of knowledge representation models can be explained by the varying set of
advantages inherent to each model. At the same time, the design of large and hyper-large
knowledge bases requires a �exible and reliable knowledge representation model, which is
diverse and e�ectively meets the users' needs. According to the professional community,
an ontological model is one of the most suitable for this task.

An ontology is a formal, explicit speci�cation of a shared conceptualization that is
characterized by high semantic expressiveness required for increased complexity [11]. In
general, an ontology is represented as a tuple O =< C,R, F >, where C is a �nite set
of domain concepts, R : C → C denotes a �nite set of relations between concepts, and
F corresponds to a �nite set of interpretation functions (constraints, axioms) [12]. The
main advantage of ontologies is that they combine the bene�ts of multiple knowledge rep-
resentation models within a united structure, which allows their application to knowledge
of varying nature. Concepts and relations can be depicted as a semantic network, the
internal structure of a concept resembles a frame model, constraints are represented by
production rules, while formal logic is used for domain axiomatization.

Among the most useful traits of ontologies are spreading a common understanding
about the structure of a domain, facilitation of domain knowledge reuse, explicit spec-
i�cation of domain context, separation of the domain and operational knowledge. The
breadth of ontology applications correlates with the generality of the domain it rep-
resents. As a result, a foundational ontology contains a taxonomy of general-purpose
concepts. In contrast, task-oriented ontologies usually contain only the concepts that are
important for the description or execution of a concrete task. Domain-oriented ontolo-
gies have a broader practical application and are based on expert knowledge about the
speci�c domain.

The methods and tools for ontology engineering are described in [11, 13]. The process
of ontology engineering comprises of the following steps:

1 Speci�cation of the domain and ontology scope;
2 Investigation of the possibility to reuse the existing ontologies;
3 Identi�cation of signi�cant concepts in the domain;
4 De�nition of classes and their hierarchy;
5 De�nition of slots and properties of classes;
6 De�nition of facets;
7 Creation of the instances of classes.
Steps 3-4 correspond to the process of domain conceptualization that creates a tax-

onomy of signi�cant concepts. Steps 5-6 detail the properties of the concepts to ensure
the possibility of logical reasoning.

The logical consistency of stored knowledge is a cornerstone property in knowledge
bases and ontologies. The insecurity of this property leads to the derivation of absurd
statements, which are the source of logical fallacy. In modern ontologies, consistency is
ensured by formal systems, which provide syntax and semantics for knowledge represen-
tation and a deduction system for logical reasoning. When choosing between the formal
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systems, it is necessary to analyse their key properties, namely: language expressiveness,
algorithmic decidability and computational complexity of the core reasoning problems.
Nowadays, many ontology engineers use OWL2DL technology, which is based on the
description logic formalism. Since description logic is the subset of �rst-order logic, its
expressiveness is limited. The recent research on the application of higher-order logic
and type theory to ontology engineering brings a higher level of expressiveness into the
�eld of knowledge representation and reasoning [14].

5. Type theories

The main feature of higher-order logics is an organization of propositional statements,
individuals, functions, and other elements into a hierarchy of types, where the entities
can operate only with the elements that reside lower in a hierarchy. Moreover, in higher-
order logics, it is possible to describe the relationships between universals and individuals
clearly and conveniently, without the need for additional constructions [15]. While �rst-
order logic possesses good meta-properties of compactness and Lowenheim-Skolem, its
limited expressiveness is an obstacle for multilevel reasoning.

The discovery of the Curry-Howard-Lambek isomorphism established the connection
between the formal systems of proof theory, type theory, and category theory. According
to isomorphism, the elements of �rst-order logic can be represented by the elements of
type theory with dependent types (Tab. 1). Moreover, it states that logical proving can
be implemented within the systems of typed λ-calculus. This led to the emergence of
new concepts, namely "propositions as types", "proofs as programs" and "simpli�cation
of proofs as evaluation of programs". These concepts are embodied in the software
called proof assistants, in particular Coq [16], Lean [17], Nuprl [18] and others, which
facilitate the construction of mathematical theories and logical theorems proving using
an interactive semi-automatic mode.

Table 1

Relationships between the �rst-order logic and type theory

First-order logic Type theory Description
proposition A type A
proof a : A term a of type A
⊥, Top 0, 1 bottom type, top type
A ∨B A+B co-product type
A ∧B A×B product type
A ⇒ B A → B functional type
¬A A → 0 functional type
∃(x:A)B(x)

∑
(x:A) B(x) dependent sum type

∀(x:A)B(x)
∏

(x:A) B(x) dependent product type

Representation of the ontology elements by the means of type theory is presented in
papers [14, 15]. The extensive use of Coq proof assistant for the representation of ontology
elements is not a coincidence, since it provides an implementation of a very expressive
type theory called "Calculus of Inductive Constructions", facilitates the reasoning process
with a set of handy tactics, ensures the termination of reasoning problems and supplies an
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interactive IDE for knowledge representation and reasoning. The most common elements
of an ontology can be encoded in Coq via the following correspondence:

Table 2

Representation of an ontology structure in Coq [19]

Element of ontology Coq representation
Concept Class C: Type.
Instance Instance X: C.
Properties, Inference rules Class C (att1:nat) (att2:bool): Type := {

f1: attr1 -> bool;
}.

Binary relation Parameter R: C -> C -> Prop.
Concept inheritance Parameter D1: SubClass_G -> C.

Coercion D1: SubClass_G > -> C.
"Part-whole" relation De�nition PartOf (x y: C) := R x y.

Axiom A1: Re�exive PartOf.
Axiom A2: Asymmetric PartOf.
Axiom A3: Transitive PartOf.

Quanti�ers ∃, ∀ exists X: C, forall X: C.

Example. Let's consider a fragment of the ontology O =< C,R, F > that represents
a domain of an Enterprise System Architecture, where

C = {Network,Request, Service};

R = {ParticipateIn : Request > Service > Prop,

AreConnected : Service > Service > Prop};

F = {RequestPartParticipateIn,

ServicePartParticipateIn,

introofareconnected,

elimofareconnected}.

Then the representation of the ontology in Coq and the reasoning on it are encoded as
follows:

1. Import used Coq modules:
Require Import Coq.Classes.RelationClasses.

2. De�ne the root concept in a hierarchy and the relation concept:
De�nition Kind:= Type.
Parameter Relation: Kind -> Kind -> Prop.

3. De�ne the taxonomy of concepts:
Class Network: Type.
Parameter A1: Network -> Kind.
Coercion A1: Network > -> Kind.

Class Request: Type.
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Parameter A2: Request -> Kind.
Coercion A2: Request > -> Kind.

Class Service: Type.
Parameter A3: Service -> Kind.
Coercion A3: Service > -> Kind.

4. De�ne relations of the ontology and their properties:
De�nition Participates_In (r:Request)(s:Service) := Relation r s.
De�nition Are_Connected (s1 s2:Service) := Relation s1 s2.
Axiom s_of_are_connected: Symmetric Are_Connected.
Axiom t_of_are_connected: Transitive Are_Connected.

De�nition Part_of (x y:Kind) := Relation x y.
Axiom r_of_part_of: Re�exive Part_of.
Axiom a_of_part_of: Asymmetric Part_of.
Axiom t_of_part_of: Transitive Part_of.

5. De�ne axioms of the ontology:
Axiom Request_Part_Participates_In:
forall(request:Request) (service:Service)(network:Network),
Participates_In(request)(service) / Part_of(request)(network) -> Part_of(servi-
ce) (network).

Axiom Service_Part_Participates_In:
forall (request:Request)(service:Service)(network:Network),
Participates_In(request)(service) / Part_of(service)(network) -> Part_of(requ-
est) (network).

Axiom intro_of_are_connected:
forall (s1 s2:Service)(request: Request),
Participates_In(request) (s1) / Participates_In(request) (s2) -> Are_Connected
(s1) (s2).

Axiom elim_of_are_connected:
forall (s1 s2:Service), Are_Connected(s1)(s2) ->
exists request: Request, Participates_In(request)(s1) / Participates_In(request)
(s2).

6. De�ne and prove a lemma about relations of the ontology using Coq tactics
language:

Lemma Dist_Part_Are_Connected:
forall (s1 s2:Service)(network:Network),
Are_Connected(s1)(s2) / Part_of(s1)(network) -> Part_of(s2)(network).

Proof.
intros s1 s2 net H1.
destruct H1 as [H1 H2].
apply elim_of_are_connected in H1.
elim H1; intros req H3; clear H1.
destruct H3 as [H3 H4].
assert (H5:Participates_In(req)(s1) / Part_of(s1)(net)).
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split; assumption.
apply Service_Part_Participates_In in H5.
assert (H6: Participates_In(req)(s2) / Part_of(req)(net)).
split; assumption.
apply Request_Part_Participates_In in H6; assumption.
Qed.

Fig. 3. Ontology representation and reasoning in Coq IDE

6. Conclusions

Knowledge plays a signi�cant role in the development of individual perception and
a�ects the progress of society in general. Ambitious goals require time and resources,
and related false beliefs are usually the main obstacle to success. The conducted analysis
of knowledge structure in the context of epistemology as justi�ed true belief emphasized
the role of justi�cation for increasing the objective probability of its truth. Logic-based
models of knowledge representation and reasoning come with several exceptional advan-
tages, namely: 1) formal syntax and grammar that abstract ontology engineers from the
overlapping associations; 2) formal semantics that enriches syntax constructions and pro-
vide an unambiguous way of language expressions interpretation; 3) a deductive system
that derives only valid expressions from valid arguments; 4) explicit context speci�cation
that is regularly validated and detailed during the process of proof construction.

The amount of information tends to grow with time, so it is logical to assume that
the size of knowledge bases will also keep growing. To incorporate the knowledge of
various nature it is advisable to select expressive and structured means of knowledge
representation and reasoning models, in particular, ontological model and type theories
with dependent types. The presented method of ontology elements representation in
Coq proof assistant enables the construction of knowledge bases for personal and shared
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usage, depending on the process of context de�nition. In personal knowledge bases, the
context is de�ned by a single person, while in shared knowledge bases the context is
de�ned by the community or experts, which tend to discuss and de�ne the context based
on the consensus.
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Äîñëiäæåííÿ ïðèñâÿ÷åíî ïîíÿòòþ "çíàííÿ" i ôîðìàëüíèì ïiäõîäàì äî óïðàâëií-
íÿ íèì. Ôîêóñ çîñåðåäæåíî íà ëîãi÷íî-îði¹íòîâàíi ìîäåëi ïîäàííÿ çíàííÿ òà ìiðêó-
âàííÿ, çîêðåìà, íà òåîði¨ òèïiâ òà îíòîëîãi¨, ÿêi ïiäêðiïëåíi íàÿâíiñòþ ôîðìàëüíî¨
ñåìàíòèêè òà íàäiéíèìè ìåòîäàìè äåäóêòèâíîãî ìiðêóâàííÿ. Ïîíÿòòÿ "çíàííÿ"
ðîçãëÿíóòî â êîíòåêñòi åïiñòåìîëîãi¨ ÿê iñòèííå îá ðóíòîâàíå ïåðåêîíàííÿ, äå ëîãiêà
¹ âèçíà÷àëüíèì êîìïîíåíòîì îá ðóíòóâàííÿ çíàííÿ.

Çíàííÿ âiäiãðàþòü ôóíäàìåíòàëüíó ðîëü ó ðîçâèòêó iíäèâiäóàëüíîãî ñïðèéíÿòòÿ
òà âïëèâàþòü íà ïðîãðåñ ñóñïiëüñòâà çàãàëîì. Àìáiòíi öiëi ïîòðåáóþòü ÷àñó òà
ðåñóðñiâ, à ïîâ'ÿçàíi ç íèìè ïîìèëêîâi ïåðåêîíàííÿ ¹ çàçâè÷àé îñíîâíîþ ïåðåøêîäîþ
íà øëÿõó äî óñïiõó. Àíàëiç ñòðóêòóðè ïîíÿòòÿ "çíàííÿ" â êîíòåêñòi ãíîñåîëîãi¨ ÿê
îá ðóíòîâàíîãî iñòèííîãî ïåðåêîíàííÿ çàêöåíòóâàâ ðîëü îá ðóíòóâàííÿ ó ïiäâèùåííi
îá'¹êòèâíî¨ éìîâiðíîñòi éîãî iñòèííîñòi. Ëîãi÷íi ìîäåëi ïîäàííÿ çíàííÿ òà ìiðêóâàííÿ
íàä íèì ìàþòü áàãàòî ñóòò¹âèõ ïåðåâàã, à ñàìå: 1) ôîðìàëüíèé ñèíòàêñèñ i ãðàìàòèêó,
ÿêi àáñòðàãóþòü ðîçðîáíèêiâ îíòîëîãié âiä ïðèðîäíî íàáóòèõ àñîöiàöié; 2) ôîðìàëüíó
ñåìàíòèêó, ÿêà çáàãà÷ó¹ ðiçíîìàííiòòÿ ñèíòàêñè÷íèõ êîíñòðóêöié i çàáåçïå÷ó¹ îäíî-
çíà÷íèé ñïîñiá iíòåðïðåòàöi¨ âèðàçiâ ôîðìàëüíî¨ ìîâè; 3) äåäóêòèâíó ñèñòåìó, ÿêà
óìîæëèâëþ¹ âèâåäåííÿ âèêëþ÷íî iñòèííèõ òâåðäæåíü, çà óìîâè êîðåêòíîñòi ïî÷àò-
êîâèõ àðãóìåíòiâ; 4) ÿâíó ñïåöèôiêàöiþ êîíòåêñòó, ÿêà ðåãóëÿðíî ïåðåâiðÿ¹òüñÿ i
äåòàëiçó¹òüñÿ ïiä ÷àñ äîâåäåííÿ ëîãi÷íèõ âèðàçiâ, âëàñòèâîñòåé ìàòåìàòè÷íèõ òåîðié
i ïðîãðàìíèõ ñïåöèôiêàöié.

Îáñÿã iíôîðìàöi¨ ìà¹ òåíäåíöiþ çðîñòàòè ç ÷àñîì, òîìó ëîãi÷íî ïðèïóñòèòè, ùî
ðîçìiðè áàç çíàíü òàêîæ áóäóòü çðîñòàòè. Äëÿ îõîïëåííÿ çíàíü ðiçíî¨ ïðèðîäè
äîöiëüíî âèáðàòè âèðàçíi òà ñòðóêòóðîâàíi çàñîáè ïîäàííÿ çíàííÿ òà ìiðêóâàííÿ íàä
íèì, çîêðåìà, îíòîëîãi÷íi ìîäåëi òà òåîði¨ òèïiâ iç çàëåæíèìè òèïàìè. Çàïðîïîíîâà-
íèé ìåòîä ïîäàííÿ åëåìåíòiâ îíòîëîãi¨ â iíòåðàêòèâíîìó àñèñòåíòi äîâåäåííÿ òåîðåì
Coq äà¹ çìîãó ïðî¹êòóâàòè áàçè çíàíü äëÿ îñîáèñòîãî òà ñïiëüíîãî âèêîðèñòàííÿ,
ÿêi çäåáiëüøîãî âiäðiçíÿþòüñÿ ïðîöåñîì îçíà÷åííÿ êîíòåêñòó. Ó ïåðñîíàëüíèõ áàçàõ
çíàíü êîíòåêñò âèçíà÷à¹òüñÿ îäíi¹þ îñîáîþ, òîäi ÿê ó ñïiëüíèõ áàçàõ çíàíü êîíòåêñò
âèçíà÷à¹òüñÿ ñïiëüíîòîþ ÷è åêñïåðòíèìè ãðóïàìè, ÿêi ñõèëüíi îáãîâîðþâàòè ïðîïî-
çèöi¨ é îçíà÷èòè êîíòåêñò çà íàÿâíîñòi êîíñåíñóñó.

Âèêîðèñòàííÿ àñèñòåíòà äîâåäåííÿ òåîðåì Coq äëÿ ïîäàííÿ åëåìåíòiâ îíòîëîãi¨
íå ¹ âèïàäêîâiñòþ, àäæå âií íàäà¹ ðåàëiçàöi¨ äóæå âèðàçíî¨ òåîði¨ òèïiâ "×èñëåííÿ
iíäóêòèâíèõ êîíñòðóêöié", ïîëåãøó¹ ïðîöåñ ìiðêóâàííÿ çà äîïîìîãîþ íàáîðó òàêòèê
äîâåäåííÿ, çàáåçïå÷ó¹ ðîçâ'ÿçíiñòü îñíîâíèõ çàäà÷ ìiðêóâàííÿ i íàäà¹ iíòå ðîâàíå
ñåðåäîâèùå ðîçðîáêè Coq IDE äëÿ ïîäàííÿ çíàííÿ òà ìiðêóâàííÿ íàä íèì.

Êëþ÷îâi ñëîâà: óïðàâëiííÿ ïåðñîíàëüíèìè çíàííÿìè, ïîäàííÿ çíàííÿ, îíòîëîãiÿ,
òåîðiÿ òèïiâ, ôîðìàëüíå ìiðêóâàííÿ.


