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With machine learning (ML), we are able to detect a variety of cybersecurity threats,
such as brute force, abnormal growth or decline in network tra�c, monitor end-user infec-
tions with malware, or detect attacks on critical infrastructure, such as AD, DNS. The main
advantage of using ML for such scenarios is the accuracy of detection of certain anomalies.
This, in turn, signi�cantly reduces the �nancial cost of cybersecurity in the organization
and the speed of countering attackers.
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1. Introduction

Every day, cybersecurity operation centers (CSOC) face the need to �nd a balance
between the number of professionals who can analyze cybersecurity events to the number
of those events. We will focus on how to reduce the burden on analysts, namely, how to
reduce the number of false positives. What is the main source of input for the analyst?
That's right, correlation rules. What does the Threat Detection engineer �rst face when
it wants to improve the response time of a CSOC � by reducing the number of false
positives generated by correlation rules. What can be done for this? Give up static
thresholds and use statistics instead. The idea is good, but not very e�ective, because
the ecosystem in which cybersecurity operates is extremely dynamic and there is a high
probability of �loss from the radar� is something extremely important due to changes in
the behavior of one of the controlled objects (end devices, servers, network equipment
or other). And when the statistics no longer meet your requirements in that case comes
machine learning. Therefore, all improvements and construction of interaction with ML
will be carried out based on the SIEM �Splunk�.

2. Model problem

Consider the problem of transforming the usual static or statistical methods of de-
tecting anomalies (correlation rules) to a method of applying machine learning to search
for harmful patterns.

3. The main research

First of all, when trying to improve the detection of threats, as well as the quality
of correlation rules, it is necessary to abandon statistical thresholds, and move to the
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Fig. 1. Histogram of using deviation to detect outliers. (1) � Using Standard Deviation with
no sliding window; (2) � Using Standard Deviation with a sliding window; (3) � Using Median

Absolute Deviation with a sliding window

analysis of data using statistics, for example, use the deviation and calculate certain
deviations from it.

This approach will signi�cantly improve the detection of some malicious activity, but
if the data with you are working changes quickly or their consistency is a�ected by many
side parameters � the number of false-positive, after the correlation rules, won't be good
enough because you can not specify the required granularity for your data set.

That is why, the next step, when analyzing an array of cybersecurity data is to use
machine learning. Splunk, out of the box, provides the ability to operate various machine
learning algorithms, namely:

Fig. 2. Splunk ML algorithms

All these algorithms will be useful and functional under di�erent scenarios for creating
correlation rules.

One of the most e�ective algorithms for detecting anomalies is DensityFunction. The
implementation of this algorithm allows you to set di�erent parameters on which training
may depend and, consequently, the end result. The algorithm also involves estimating
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Fig. 3. The parameter that is responsible for the input data on which the training will depend

the di�erent distribution of events within the sample for training.
About λ, this parameter can be anything that helps to classify information or set

certain characteristics for sampling. For example, if you want to detect a password
matching attack, this setting can be a sign of the day � day and night, or a sign of the
week - weekends or weekdays. That is, you look at the data and perceive them di�erently
depending on whether it is now weekend and night (the probability of attack is higher)
or now weekdays and day (the probability of attack is normal).

Fig. 4. Types of distribution: Exponential, Normal, Beta, Gaussian Kernel Density
Estimation (Gaussian KDE) distribution

To build a correct and clear detection of anomalies, you should not forget to remove
the extra noise from your sample for training. What is meant by noise � it is the expected
anomalous activity from legitimate objects, the principle of operation of which is like the
actions of the attacker. Such objects should be added as an exception, so they do not
spoil the statistical sample and do not interfere with the learning of your algorithm.

Also, if you have only a few data points it's likely you're �tting on noise.

Fig. 5. Caveats with DensityFunction. Poor date set

So, let's write a correlation rule that will detect an abnormal number of end-user
infections with one type of malware. To implement we need input data, in our case, it
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will be data from the EDR system. To train DensityFunction, we will create a sample 180
days ago, not counting today. We will use the trained algorithm every hour to analyze
events for the previous hour and thus we will detect anomalies.

Fig. 6. DensityFunction training and recording of results in the algorithm
�count _malware _infections by _signature _1h _with _features�

Fig. 7. Use the �count _malware _infections _by _signature _1h _with _features�
algorithm to detect anomalies

The rule is implemented and works in real conditions. The result of work are 8 alerts
in the last 7 days, which is an excellent result in terms of load, as the company has more
than 20,000 di�erent types of end-users (servers, laptops, PCs) where EDR is installed.
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Fig. 8. Results

4. Conclusion

The article shows how to use DensityFunction algorithm to detect these anomaly
types. Of course, many other anomaly types can be added to detection process, some of
them will be discussed in our next articles. Also, we can use other algorithms to detect
suspicious activity, in each case you need to do a lot of training with datasets to �nd the
optimal one that works e�ectively in that moment.
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Çà äîïîìîãîþ ìàøèííîãî íàâ÷àííÿ ìè çäàòíi âèÿâëÿòè ðiçíi òèïè çàãðîç ç êiáåð-
áåçïåêè, íàïðèêëàä, áðóò-ôîðñ, àíîìàëüíi çðîñòàííÿ àáî ñïàäàííÿ â ìåðåæåâîìó
òðàôiêó, ñòåæèòè çà çàðàæåííÿ êiíöåâèõ êîðèñòóâà÷iâ øêiäëèâèì ïðîãðàìíèì çà-
áåçïå÷åííÿì àáî âèÿâëÿòè àòàêè íà êðèòè÷íó iíôðàñòðóêòóðó, íàïðèêëàä ÀÄ, ÄÍÑ.
Îñíîâíà ïåðåâàãà âèêîðèñòàííÿ ÌË äëÿ òàêèõ ñöåíàði¨â � òî÷íiñòü âèÿâëåííÿ òèõ ÷è
iíøèõ àíîìàëié. Öå ñóòò¹âî çìåíøó¹ ôiíàíñîâi çàòðàòè íà êiáåðáåçïåêó â îðãàíiçàöi¨
i øâèäêiñòü ïðîòèäi¨ àòàêóþ÷èì.
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