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A tractable method of solving two-person games de�ned on a product of staircase-
function spaces is presented. The spaces can be �nite and continuous as well. The method
is based on stacking equilibria of �short� two-person games, each de�ned on an interval
where the pure strategy value is constant. First, a two-person game is formalized, in which
the players' strategies are staircase functions. In such a game, the set of the player's
pure strategies is a continuum of staircase functions of time. The time can be thought
of as it is discrete. The four theorems allowing to ful�ll the stacking are proved for the
case of pure-strategy equilibria. Second, the set of possible values of the player's pure
strategy is discretized so that the game becomes de�ned on a product of staircase-function
�nite spaces. To formalize a method of solving two-person games de�ned on a product
of staircase-function �nite spaces, it is then proved that the game is solved as a stack
of respective equilibria in the �short� bimatrix games. The equilibria in this case are
considered in general terms, so they can be in mixed strategies as well. The stack is any
combination (succession) of the respective equilibria of the �short� bimatrix games. Apart
from the stack, there are no other equilibria in this �long� bimatrix game. The stack is
always possible, even when only time is discrete (and the set of pure strategy possible
values is continuous). An example is presented to show how the stacking is ful�lled for
a case of when every �short� bimatrix game has a single pure-strategy equilibrium. The
presented method, further �breaking� the initial (�long�) game de�ned on a product of
staircase-function �nite spaces, makes it completely tractable.
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1. Introduction

Two-person games are models of processes where two sides (personi�ed and referred
to as persons or players) struggle for optimizing the distribution of the limited resources
[1, 2]. Bimatrix games are the simplest two-person games wherein equilibrium, e�ciency,
pro�tability, and eventual optimality of their solutions are well-studied [1, 3, 4]. In�nite or
continuous two-person games (where the players' payo� functions are surfaces, which may
have also discontinuities, de�ned on �nite-dimensional Euclidean subspaces) are more
complicated as, opposed to bimatrix games, an equilibrium is not always determinable
and feasible [4, 5]. Therefore, the best choice is to approximate such games to �nite ones,
which are easily rendered to bimatrix games [4, 6]. Nevertheless, even a bimatrix game
solution, if it is in mixed strategies, is not always practicable due to �nite horizon of the
game iterations (actions, plays, etc.) [1, 2, 7, 8]. Moreover, if the game has more than
one solution, a problem of the solution selection comes open [5, 9, 10]. Furthermore,
if at least two solutions are symmetric, they may be quite unstable due to cooperation
between the players is excluded [1, 5, 10, 11].

If the player's pure strategy is a function (commonly, it is a function of time), this is
a far more complicated case of the two-person game. In such games, the player's payo�
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is a functional [8, 12, 13]. Each player's functional maps every pair of functions (pure
strategies of the players de�ned on a time interval) into a real value. When each of the
players possesses a �nite set of such function-strategies, the game might be rendered
down to a bimatrix game [3, 4, 6, 8]. Obviously, such rendering is impossible if the set
of the player's function-strategies is either in�nite or continuous.

If to break a time interval, on which the pure strategy is de�ned, into a set of subin-
tervals, on which the strategy could be approximately considered constant, the game
is not simpli�ed much because of the continuity of possible values of the strategy on a
subinterval. However, the continuity might be removed also by sampling [3, 4, 6, 14].
The set of function-strategies becomes thus �nite.

2. Motivation

In practical reality, the number of factual actions of the players in any game has a
natural limit regardless of the form of pure strategies used in the game [1, 2, 7, 8, 15].
Nevertheless, if the rules of a system which is game-modeled are de�ned and administered
beforehand, the administrator is likely to de�ne (or constrain) the form of the strategies
players will use [12, 16, 17].

In the simplest case, the player's pure strategy is a short action whose duration is
negligible and thus is represented as just a time point. This case is exhaustively studied
as bimatrix games [1, 5, 10, 15, 18]. In a more complicated case, the player's pure
strategy is a function of time [8, 13], so the player's action is a complex process. A way
to appropriately administer the players' actions is to constrain them to staircase functions
whose points of discontinuities (breakpoints) have to be the same for both the players
[13, 16, 19]. Along with the discrete time, possible values of the player's pure strategy
should be discrete as well. Then the set of the player's possible (complex) actions is
�nite, indeed. So, the game can be represented as a bimatrix game, in which the player's
selection of a pure strategy means using a staircase function on a time interval whereon
every pure strategy is de�ned. Obviously, the number of the player's pure strategies
in the bimatrix staircase-function game grows immensely as the number of breakpoints
(�stair� intervals) or/and the number of possible values of the player's pure strategy
increases. For instance, if the number of intervals is 5, and the number of possible values
of the player's pure strategy is just 4, then there are 45 = 1024 possible pure strategies
at this player, where every strategy is a 5-interval 4-staircased function of time. The
respective bimatrix 1024 × 1024 game even in this trivialized case appears to be big
enough. In a more real example, when every strategy, say, is a 10-interval 8-staircased
function of time, the respective bimatrix 1073741824 × 1073741824 staircase-function
game appears to be intractably gigantic. Indeed, every player possessing more than a
billion pure strategies is not capable of making proper decisions. All the more so since
there are 1152921504606846976 (more than a quintillion, i. e., 1018) situations in the
game. This means that, instead of rendering to a bimatrix game, a tractable method of
solving two-person games de�ned on a product of staircase-function �nite spaces should
be suggested.

3. Goals and tasks to be fulfilled

Issuing from the impracticability of rendering �nite two-person games with staircase-
function strategies to bimatrix games, the goal is to develop a tractable method of solving
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two-person games de�ned on a product of staircase-function �nite spaces. For achieving
the goal, the following six tasks are to be ful�lled:

1. To formalize a two-person game, in which the players' strategies are staircase
functions. In such a game, the set of the player's pure strategies is a continuum of
staircase functions of time. Herein, the time can be thought of as it is discrete.

2. To discretize the set of possible values of the player's pure strategy so that the
game be de�ned on a product of staircase-function �nite spaces.

3. To formalize a method of solving two-person games de�ned on a product of
staircase-function �nite spaces.

4. To exemplify it.
5. To discuss applicability and signi�cance of the method.
6. To make an appropriate conclusion on it.

4. A two-person game with staircase-function strategies

In a two-person game, in which the player's pure strategy is a function of time, let
each of the players use time-varying strategies de�ned almost everywhere on interval
[t1; t2] by t2 > t1. Denote a strategy of the �rst player by x (t) and a strategy of the
second player by y (t). These functions are presumed to be bounded, i. e.

amin 6 x (t) 6 amax by amin < amax (1)

and
bmin 6 y (t) 6 bmax by bmin < bmax, (2)

de�ned almost everywhere on [t1; t2]. Besides, the square of the function-strategy is
presumed to be Lebesgue-integrable. Thus, pure strategies of the player belong to a
rectangular functional space of functions of time:

X = {x (t) , t ∈ [t1; t2] , t1 < t2 : amin 6 x (t) 6 amax by amin < amax} ⊂
⊂ L2 [t1; t2] (3)

and

Y = {y (t) , t ∈ [t1; t2] , t1 < t2 : bmin 6 y (t) 6 bmax by bmin < bmax} ⊂
⊂ L2 [t1; t2] (4)

are the sets of the players' pure strategies.
The �rst player's payo� in situation {x (t) , y (t)} is K (x (t) , y (t)) presumed to be

an integral functional [19, 20]:

K (x (t) , y (t)) =

∫
[t1; t2]

f (x (t) , y (t) , t) dµ (t), (5)

where f (x (t) , y (t) , t) is a function of x (t) and y (t) explicitly including t. The second
player's payo� in situation {x (t) , y (t)} is H (x (t) , y (t)) presumed to be an integral
functional also:

H (x (t) , y (t)) =

∫
[t1; t2]

g (x (t) , y (t) , t) dµ (t), (6)
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where g (x (t) , y (t) , t) is a function of x (t) and y (t) explicitly including t. Therefore,
the continuous two-person game

⟨{X, Y } , {K (x (t) , y (t)) , H (x (t) , y (t))}⟩ (7)

is de�ned on product
X × Y ⊂ L2 [t1; t2]× L2 [t1; t2] (8)

of rectangular functional spaces (3) and (4) of players' pure strategies.
First, it is presumed that game (7) is administered so that the players are forced

to use pure strategies x (t) and y (t) such that they both change their values for a �nite
number of times. Denote by N the number of intervals at which the player's pure strategy
is constant, where N ∈ N\ {1}. Then the player's pure strategy is a staircase function

having only N di�erent values. If
{
τ (i)

}N−1

i=1
are time points at which the staircase-

function strategy changes its value, where

t1 = τ (0) < τ (1) < τ (2) < . . . < τ (N−1) < τ (N) = t2, (9)

then
xi = x

(
τ (i)

)
by i = 0, N (10)

are the values of the �rst player's strategy, and

yi = y
(
τ (i)

)
by i = 0, N (11)

are the values of the second player's strategy. The staircase-function strategies are right-
continuous [20, 21]:

lim
ε>0
ε→0

x
(
τ (i) + ε

)
= x

(
τ (i)

)
(12)

and
lim
ε>0
ε→0

y
(
τ (i) + ε

)
= y

(
τ (i)

)
(13)

for i = 1, N − 1, whereas

lim
ε>0
ε→0

x
(
τ (i) − ε

)
̸= x

(
τ (i)

)
(14)

and
lim
ε>0
ε→0

y
(
τ (i) − ε

)
̸= y

(
τ (i)

)
(15)

for i = 1, N − 1. As an exception,

lim
ε>0
ε→0

x
(
τ (N) − ε

)
= x

(
τ (N)

)
(16)

and
lim
ε>0
ε→0

y
(
τ (N) − ε

)
= y

(
τ (N)

)
, (17)

so xN−1 = xN and yN−1 = yN . Then constant values (10) and (11) by (9) mean that
game (7) can be thought of as it is a succession of N continuous games

⟨{[amin; amax] , [bmin; bmax]} , {K (αi, βi) , H (αi, βi)}⟩ (18)
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de�ned on product
[amin; amax]× [bmin; bmax] (19)

by

αi = x (t) ∈ [amin; amax] and βi = y (t) ∈ [bmin; bmax]

∀ t ∈
[
τ (i−1); τ (i)

)
for i = 1, N − 1 and ∀ t ∈

[
τ (N−1); τ (N)

]
, (20)

where the factual �rst player's payo� in situation {αi, βi} is

K (αi, βi) =

∫
[τ (i−1); τ (i))

f (αi, βi, t) dµ (t) ∀ i = 1, N − 1 (21)

and

K (αN , βN ) =

∫
[τ (N−1); τ (N)]

f (αN , βN , t) dµ (t), (22)

so

K (x (t) , y (t)) =

N−1∑
i=1

∫
[τ (i−1); τ (i))

f (αi, βi, t) dµ (t) +

+

∫
[τ (N−1); τ (N)]

f (αN , βN , t) dµ (t) (23)

instead of (5), and the factual second player's payo� in situation {αi, βi} is

H (αi, βi) =

∫
[τ (i−1); τ (i))

g (αi, βi, t) dµ (t) ∀ i = 1, N − 1 (24)

and

H (αN , βN ) =

∫
[τ (N−1); τ (N)]

g (αN , βN , t) dµ (t), (25)

so

H (x (t) , y (t)) =

N−1∑
i=1

∫
[τ (i−1); τ (i))

g (αi, βi, t) dµ (t) +

+

∫
[τ (N−1); τ (N)]

g (αN , βN , t) dµ (t) (26)

instead of (6). In other words, if every optimal (with respect to equilibrium [1, 15])
situation in pure strategies in game (7) on product (8) by conditions (1) � (6) is (or
forced to be) of staircase functions satisfying conditions (9) � (17), then this game is
equivalent to the succession of N games (18) by (9) � (17) and (20) � (26). In this case
game (7) can be represented by the succession of games (18).
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Theorem 1. If each of N games (18) by (9) � (17) and (20) � (26) has a single equi-
librium situation in pure strategies, and game (7) on product (8) by conditions (1) � (6)
is equivalent to the succession of these games, then the equilibrium situation in pure
strategies in game (7) is determined by independently �nding pure-strategy equilibria in
N games (18), whereupon these equilibria are successively stacked.

Proof. First, the equivalency means that game (7) has only staircase pure-strategy
equilibria. Next, it should be proved that game (7) has a pure-strategy equilibrium

situation, which is a successive stack of the N �short� games (18). Let {α∗
i , β

∗
i }

N
i=1 be

pure-strategy equilibria in games (18) by (9) � (17) and (20) � (26). Then

K (αi, β
∗
i ) 6 K (α∗

i , β
∗
i )

∀ αi ∈ [amin; amax] and ∀ i = 1, N (27)

and

H (α∗
i , βi) 6 H (α∗

i , β
∗
i )

∀ βi ∈ [bmin; bmax] and ∀ i = 1, N, (28)

i. e.,

K (αi, β
∗
i ) =

∫
[τ (i−1); τ (i))

f (αi, β
∗
i , t) dµ (t) 6

6
∫

[τ (i−1); τ (i))

f (α∗
i , β

∗
i , t) dµ (t) =

= K (α∗
i , β

∗
i ) ∀ i = 1, N − 1, (29)

K (αN , β∗
N ) =

∫
[τ (N−1); τ (N)]

f (αN , β∗
N , t) dµ (t) 6

6
∫

[τ (N−1); τ (N)]

f (α∗
N , β∗

N , t) dµ (t) =

= K (α∗
N , β∗

N ) , (30)

and

H (α∗
i , βi) =

∫
[τ (i−1); τ (i))

g (α∗
i , βi, t) dµ (t) 6

6
∫

[τ (i−1); τ (i))

g (α∗
i , β

∗
i , t) dµ (t) =

= H (α∗
i , β

∗
i ) ∀ i = 1, N − 1, (31)
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H (α∗
N , βN ) =

∫
[τ (N−1); τ (N)]

g (α∗
N , βN , t) dµ (t) 6

6
∫

[τ (N−1); τ (N)]

g (α∗
N , β∗

N , t) dµ (t) =

= H (α∗
N , β∗

N ) . (32)

So,

N∑
i=1

K (αi, β
∗
i ) 6

N∑
i=1

K (α∗
i , β

∗
i ) (33)

and

N∑
i=1

H (α∗
i , βi) 6

N∑
i=1

H (α∗
i , β

∗
i ). (34)

Therefore, the successive stack of pure-strategy equilibria {α∗
i , β

∗
i }

N
i=1 is a pure-strategy

equilibrium in game (7). Obviously, games (18) can be solved independently, whose
equilibria are stacked afterwards to form the pure-strategy equilibrium in game (7). �

In fact, Theorem 1 claims that if each of N �short� games (18) has a single pure-
strategy equilibrium, then the solution of game (7) can be determined in a simpler way,
by solving games (18) and successively stacking their equilibria. They are solved in
parallel (independently), without caring of the succession. The question of whether the
stacked equilibrium in game (7) is single or not is answered by the following assertion.

Theorem 2. If each of N games (18) by (9) � (17) and (20) � (26) has a single equi-
librium situation in pure strategies, and game (7) on product (8) by conditions (1) � (6)
is equivalent to the succession of these games, then the equilibrium situation in pure
strategies in game (7) is single being the successive stack of the �short� games equilibria.

Proof. Now, the pure-strategy equilibrium in game (7) is constructed according to

Theorem 1, i. e., it is the successive stack of pure-strategy equilibria {α∗
i , β

∗
i }

N
i=1. Let

this equilibrium be referred to as the {α∗
i , β

∗
i }

N
i=1-stack equilibrium. Suppose that there

is another pure-strategy equilibrium in game (7). First, let this equilibrium di�er from the

{α∗
i , β

∗
i }

N
i=1-stack equilibrium in just that the �rst player uses some α

(0)
k ∈ [amin; amax]

instead of α∗
k by some k ∈

{
1, N

}
. So, this is the

{
{α∗

i , β
∗
i }i∈{1, N}\{k}

∪{
α
(0)
k , β∗

k

}}
-stack equilibrium,

which means that ∑
i∈{1, N}\{k}

K (αi, β
∗
i ) +K (αk, β

∗
k) 6

6
∑

i∈{1, N}\{k}
K (α∗

i , β
∗
i ) +K

(
α
(0)
k , β∗

k

)
(35)
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and ∑
i∈{1, N}\{k}

H (α∗
i , βi) +H

(
α
(0)
k , βk

)
6

6
∑

i∈{1, N}\{k}
H (α∗

i , β
∗
i ) +H

(
α
(0)
k , β∗

k

)
, (36)

i. e.,

K (αi, β
∗
i ) 6 K (α∗

i , β
∗
i )

∀ αi ∈ [amin; amax] and ∀ i ∈
{
1, N

}
\ {k} (37)

and

K (αk, β
∗
k) 6 K

(
α
(0)
k , β∗

k

)
∀ αk ∈ [amin; amax] (38)

along with (27) and

H (α∗
i , βi) 6 H (α∗

i , β
∗
i )

∀ βi ∈ [bmin; bmax] and ∀ i ∈
{
1, N

}
\ {k} (39)

and

H
(
α
(0)
k , βk

)
6 H

(
α
(0)
k , β∗

k

)
∀ βk ∈ [bmin; bmax] (40)

along with (28). Inequalities (38) and (40) imply that
{
α
(0)
k , β∗

k

}
is a pure-strategy

equilibrium at the k-th interval (in the k-th game), which is impossible due to every
interval has a single pure-strategy equilibrium. The impossibility of the other pure-
strategy equilibrium for the second player in such a case is proved symmetrically.

Second, suppose that the other pure-strategy equilibrium di�ers from the {α∗
i , β

∗
i }

N
i=1

� stack equilibrium in that the �rst player uses some α
(0)
k ∈ [amin; amax] instead of α∗

k

by some k ∈
{
1, N

}
and the second player uses some β

(0)
h ∈ [bmin; bmax] instead of β∗

h

by some h ∈
{
1, N

}
. So, this is the{

{α∗
i , β

∗
i }i∈{1, N}\{k}

∪{
α
(0)
k , β

(0)
k

}}
-stack equilibrium (41)

if h = k, and is the{
{α∗

i , β
∗
i }i∈{1, N}\{k, h}

∪{
α
(0)
k , β∗

k

}∪{
α∗
h, β

(0)
h

}}
-stack equilibrium (42)

if h ̸= k. Thus, (41) means that∑
i∈{1, N}\{k}

K (αi, β
∗
i ) +K

(
αk, β

(0)
k

)
6

6
∑

i∈{1, N}\{k}
K (α∗

i , β
∗
i ) +K

(
α
(0)
k , β

(0)
k

)
(43)
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and ∑
i∈{1, N}\{k}

H (α∗
i , βi) +H

(
α
(0)
k , βk

)
6

6
∑

i∈{1, N}\{k}
H (α∗

i , β
∗
i ) +H

(
α
(0)
k , β

(0)
k

)
, (44)

i. e., inequalities (37) and inequality

K
(
αk, β

(0)
k

)
6 K

(
α
(0)
k , β

(0)
k

)
∀ αk ∈ [amin; amax] (45)

hold along with (27) and inequalities (39) and inequality

H
(
α
(0)
k , βk

)
6 H

(
α
(0)
k , β

(0)
k

)
∀ βk ∈ [bmin; bmax] (46)

hold along with (28). Inequalities (45) and (46) imply that
{
α
(0)
k , β

(0)
k

}
is a pure-strategy

equilibrium at the k-th interval (in the k-th game), which is impossible. If (42) is true,
then ∑

i∈{1, N}\{k, h}
K (αi, β

∗
i ) +K (αk, β

∗
k) +K

(
αh, β

(0)
h

)
6

6
∑

i∈{1, N}\{k, h}
K (α∗

i , β
∗
i ) +K

(
α
(0)
k , β∗

k

)
+K

(
α∗
h, β

(0)
h

)
(47)

and ∑
i∈{1, N}\{k, h}

H (α∗
i , βi) +H

(
α
(0)
k , βk

)
+H (α∗

h, βh) 6

6
∑

i∈{1, N}\{k, h}
H (α∗

i , β
∗
i ) +H

(
α
(0)
k , β∗

k

)
+H

(
α∗
h, β

(0)
h

)
, (48)

i. e., inequalities

K (αi, β
∗
i ) 6 K (α∗

i , β
∗
i )

∀ αi ∈ [amin; amax] and ∀ i ∈
{
1, N

}
\ {k, h} (49)

and inequality

K (αk, β
∗
k) +K

(
αh, β

(0)
h

)
6 K

(
α
(0)
k , β∗

k

)
+K

(
α∗
h, β

(0)
h

)
∀ αk ∈ [amin; amax] and ∀ αh ∈ [amin; amax] (50)

hold along with (27) and inequalities

H (α∗
i , βi) 6 H (α∗

i , β
∗
i )

∀ βi ∈ [bmin; bmax] and ∀ i ∈
{
1, N

}
\ {k, h} (51)
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and inequality

H
(
α
(0)
k , βk

)
+H (α∗

h, βh) 6 H
(
α
(0)
k , β∗

k

)
+H

(
α∗
h, β

(0)
h

)
∀ βk ∈ [bmin; bmax] and ∀ βh ∈ [bmin; bmax] (52)

hold along with (28). Plugging αh = α∗
h in the left side of inequality (50) and plugging

βh = β
(0)
h in the left side of inequality (52) gives inequalities (38) and (40), which

are impossible due to
{
α
(0)
k , β∗

k

}
is not a pure-strategy equilibrium. Therefore, the

supposition about (41) and (42) is contradictory.

Next, suppose that the other pure-strategy equilibrium di�ers from the {α∗
i , β

∗
i }

N
i=1-

stack equilibrium in that the �rst player uses some α
(0)
k1

∈ [amin; amax] instead of α∗
k1

by

some k1 ∈
{
1, N

}
and some α

(0)
k2

∈ [amin; amax] instead of α∗
k2

by some k2 ∈
{
1, N

}
.

The respective {
{α∗

i , β
∗
i }i∈{1, N}\{k1, k2}

∪{
α
(0)
k1

, β∗
k1

}∪{
α
(0)
k2

, β∗
k2

}}
-stack equilibrium (53)

means that ∑
i∈{1, N}\{k1, k2}

K (αi, β
∗
i ) +K

(
αk1 , β

∗
k1

)
+K

(
αk2 , β

∗
k2

)
6

6
∑

i∈{1, N}\{k1, k2}

K (α∗
i , β

∗
i ) +K

(
α
(0)
k1

, β∗
k1

)
+K

(
α
(0)
k2

, β∗
k2

)
(54)

and ∑
i∈{1, N}\{k1, k2}

H (α∗
i , βi) +H

(
α
(0)
k1

, βk1

)
+H

(
α
(0)
k2

, βk2

)
6

6
∑

i∈{1, N}\{k1, k2}

H (α∗
i , β

∗
i ) +H

(
α
(0)
k1

, β∗
k1

)
+H

(
α
(0)
k2

, β∗
k2

)
, (55)

i. e., inequalities

K (αi, β
∗
i ) 6 K (α∗

i , β
∗
i )

∀ αi ∈ [amin; amax] and ∀ i ∈
{
1, N

}
\ {k1, k2} (56)

and inequality

K
(
αk1 , β

∗
k1

)
+K

(
αk2 , β

∗
k2

)
6 K

(
α
(0)
k1

, β∗
k1

)
+K

(
α
(0)
k2

, β∗
k2

)
∀ αk1 ∈ [amin; amax] and ∀ αk2 ∈ [amin; amax] (57)

hold along with (27) and inequalities

H (α∗
i , βi) 6 H (α∗

i , β
∗
i )

∀ βi ∈ [bmin; bmax] and ∀ i ∈
{
1, N

}
\ {k1, k2} (58)
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and inequality

H
(
α
(0)
k1

, βk1

)
+H

(
α
(0)
k2

, βk2

)
6 H

(
α
(0)
k1

, β∗
k1

)
+H

(
α
(0)
k2

, β∗
k2

)
∀ βk1

∈ [bmin; bmax] and ∀ βk2
∈ [bmin; bmax] (59)

hold along with (28). Plugging αk2 = α
(0)
k2

in the left side of inequality (57) and plugging
βk2 = β∗

k2
in the left side of inequality (59) gives inequalities

K
(
αk1 , β

∗
k1

)
6 K

(
α
(0)
k1

, β∗
k1

)
∀ αk1 ∈ [amin; amax] (60)

and

H
(
α
(0)
k1

, βk1

)
6 H

(
α
(0)
k1

, β∗
k1

)
∀ βk1

∈ [bmin; bmax] , (61)

which are impossible due to
{
α
(0)
k1

, β∗
k1

}
is not a pure-strategy equilibrium. Therefore,

the supposition about (53) is contradictory. The impossibility of the other pure-strategy
equilibrium for the second player in such a case (of two intervals) is proved symmetrically.

The impossibility of other pure-strategy equilibria di�ering from the {α∗
i , β

∗
i }

N
i=1-stack

equilibrium in that the players use some other values at intervals is proved symmetrically
as well. �

So, Theorem 2 along with Theorem 1 allows obtaining the single pure-strategy solu-
tion of game (7) directly from equilibria in games (18). Does the equilibrium singularity
in games (18) change when the single pure-strategy equilibrium of game (7) is already
known? This question is answered by the following assertion.
Theorem 3. If game (7) on product (8) by conditions (1) � (6) and (9) � (17) has a

single equilibrium situation in pure strategies, then each of N games (18) by (9) � (17)
and (20) � (26) has a single pure-strategy equilibrium, which is the respective interval
part of the game (7) equilibrium.

Proof. Let game (7) have a single {α∗
i , β

∗
i }

N
i=1-stack equilibrium. This implies that

inequalities (33) and (34) hold. Plugging αi = α∗
i ∀ i ∈

{
1, N

}
\ {k∗} in the left side of

inequality (33) and plugging βi = β∗
i ∀ i ∈

{
1, N

}
\ {k∗} in the left side of inequality

(34) gives inequalities

K
(
αk∗ , β

∗
k∗

)
6 K

(
α∗
k∗
, β∗

k∗

)
∀ αk∗ ∈ [amin; amax] (62)

and

H
(
α∗
k∗
, βk∗

)
6 H

(
α∗
k∗
, β∗

k∗

)
∀ βk∗ ∈ [bmin; bmax] , (63)

whence
{
α∗
k∗
, β∗

k∗

}
is a pure-strategy equilibrium at the k∗-th interval (in the k∗-th

game) for every k∗ ∈
{
1, N

}
.

Suppose that ∃ k0 ∈
{
1, N

}
such that

{
α
(0)
k0

, β∗
k0

}
is an equilibrium by α

(0)
k0

̸= α∗
k0
.

Then inequalities

K
(
αk0 , β

∗
k0

)
6 K

(
α
(0)
k0

, β∗
k0

)
∀ αk0 ∈ [amin; amax] (64)

and

H
(
α
(0)
k0

, βk0

)
6 H

(
α
(0)
k0

, β∗
k0

)
∀ βk0

∈ [bmin; bmax] (65)
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hold, whence inequalities ∑
k∗∈{1, N}\{k0}

K
(
αk∗ , β

∗
k∗

)
+K

(
αk0

, β∗
k0

)
6

6
∑

k∗∈{1, N}\{k0}

K
(
α∗
k∗
, β∗

k∗

)
+K

(
α
(0)
k0

, β∗
k0

)
(66)

and ∑
k∗∈{1, N}\{k0}

H
(
α∗
k∗
, βk∗

)
+H

(
α
(0)
k0

, βk0

)
6

6
∑

k∗∈{1, N}\{k0}

H
(
α∗
k∗
, β∗

k∗

)
+H

(
α
(0)
k0

, β∗
k0

)
(67)

must hold as well. However, inequalities (66) and (67) imply that there is the{
{α∗

i , β
∗
i }i∈{1, N}\{k0}

∪{
α
(0)
k0

, β∗
k0

}}
-stack equilibrium,

which is impossible. Supposing that
{
α
(0)
k0

, β
(0)
k0

}
is an equilibrium by α

(0)
k0

̸= α∗
k0

and

β
(0)
k0

̸= β∗
k0

leads to inequalities

K
(
αk0

, β
(0)
k0

)
6 K

(
α
(0)
k0

, β
(0)
k0

)
∀ αk0

∈ [amin; amax] (68)

and
H

(
α
(0)
k0

, βk0

)
6 H

(
α
(0)
k0

, β
(0)
k0

)
∀ βk0 ∈ [bmin; bmax] , (69)

whence impossible inequalities∑
k∗∈{1, N}\{k0}

K
(
αk∗ , β

∗
k∗

)
+K

(
αk0

, β
(0)
k0

)
6

6
∑

k∗∈{1, N}\{k0}

K
(
α∗
k∗
, β∗

k∗

)
+K

(
α
(0)
k0

, β
(0)
k0

)
(70)

and ∑
k∗∈{1, N}\{k0}

H
(
α∗
k∗
, βk∗

)
+H

(
α
(0)
k0

, βk0

)
6

6
∑

k∗∈{1, N}\{k0}

H
(
α∗
k∗
, β∗

k∗

)
+H

(
α
(0)
k0

, β
(0)
k0

)
(71)

imply the impossibility of the{
{α∗

i , β
∗
i }i∈{1, N}\{k0}

∪{
α
(0)
k0

, β
(0)
k0

}}
-stack equilibrium.

The impossibility of other pure-strategy equilibrium cases in �short� games (18) is proved
symmetrically. �
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The case when every �short� game has just a single pure-strategy equilibrium seems
to be rarer than, say, the case with multiple equilibria. This, however, does not diminish
the importance of Theorem 1 along with Theorem 2 and Theorem 3. These assertions
allow to build a simpler proof of a more generalized assertion.
Theorem 4. If each of N games (18) by (9) � (17) and (20) � (26) has a nonempty set

of equilibrium situations in pure strategies, and game (7) on product (8) by conditions
(1) � (6) is equivalent to the succession of these games, then every pure-strategy equilib-
rium in game (7) is a stack of any respective N equilibria in games (18). Apart from the
stack, there are no other pure-strategy equilibria in game (7).

Proof. Let the i-th game have Ji equilibria
{
α∗
iji
, β∗

iji

}Ji

ji=1
by Ji ∈ N, where α∗

iji
∈

[amin; amax], β
∗
iji

∈ [bmin; bmax]. Then

K
(
αi, β

∗
iji

)
6 K

(
α∗
iji , β

∗
iji

)
∀ αi ∈ [amin; amax] (72)

and
H

(
α∗
iji , βi

)
6 H

(
α∗
iji , β

∗
iji

)
∀ βi ∈ [bmin; bmax] , (73)

whence
N∑
i=1

K
(
αi, β

∗
iji

)
6

N∑
i=1

K
(
α∗
iji , β

∗
iji

)
(74)

and
N∑
i=1

H
(
α∗
iji , βi

)
6

N∑
i=1

H
(
α∗
iji , β

∗
iji

)
. (75)

Inequalities (74) and (75) directly imply the{
α∗
iji , β

∗
iji

}N

i=1
-stack equilibrium (76)

for every ji ∈
{
1, Ji

}
by i = 1, N . Apart from stacks (76), there are no other pure-

strategy equilibria in game (7) owing to Theorem 3 along with Theorem 2. �
It is quite obvious that Theorems 1 � 4 are valid for any two-person games whose

players are constrained (forced) to use staircase-function strategies, i. e., they are valid
for bimatrix games (with staircase-function strategies) as well. It remains only to study
a possibility of equilibria in mixed strategies in such bimatrix games.

5. Representation by a succession of bimatrix games

Along with discrete time intervals, players may be forced to act within a �nite subset
of possible values of their pure strategies. That is, these values are

amin = a(0) < a(1) < a(2) < . . . < a(M−1) < a(M) = amax (77)

and
bmin = b(0) < b(1) < b(2) < . . . < b(Q−1) < b(Q) = bmax (78)

for the �rst and second players, respectively (M ∈ N and Q ∈ N). Then the succession of
N continuous games (18) by (9) � (17) and (20) � (26) becomes a succession of N bimatrix
games ⟨{{

a(m−1)
}M+1

m=1
,
{
b(q−1)

}Q+1

q=1

}
, {Ki, Hi}

⟩
(79)
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with �rst player's payo� matrices Ki = [kimq](M+1)×(Q+1) whose elements are

kimq =

∫
[τ (i−1); τ (i))

f
(
a(m−1), b(q−1), t

)
dµ (t) for i = 1, N − 1 (80)

and

kNmq =

∫
[τ (N−1); τ (N)]

f
(
a(m−1), b(q−1), t

)
dµ (t), (81)

and with second player's payo� matrices Hi = [himq](M+1)×(Q+1) whose elements are

himq =

∫
[τ (i−1); τ (i))

g
(
a(m−1), b(q−1), t

)
dµ (t) for i = 1, N − 1 (82)

and

hNmq =

∫
[τ (N−1); τ (N)]

g
(
a(m−1), b(q−1), t

)
dµ (t). (83)

It is well-known that a �nite two-person game always has an equilibrium either in pure
or mixed strategies. So, if game (7) is made equivalent to a series of bimatrix games (or,
in other words, is represented by a succession of bimatrix games), then it is easy to see
that, unlike the representation with continuous games (18) by (9) � (17) and (20) � (26),
the game always has a solution (at least, in mixed strategies).
Theorem 5. If game (7) on product (8) by conditions (1) � (6) is equivalent to the

succession of N bimatrix games (79) by (80) � (83), then the game is always solved as a
stack of respective equilibria in these bimatrix games. Apart from the stack, there are
no other equilibria in game (7).

Proof. An equilibrium situation in the bimatrix game always exists, either in pure or
mixed strategies. Denote by

Ui =
[
u
(m)
i

]
1×(M+1)

and
Zi =

[
z
(q)
i

]
1×(Q+1)

the mixed strategies of the �rst and second players, respectively, in bimatrix game (79).
The respective sets of mixed strategies of the �rst and second players are

U =

{
Ui ∈ RM+1 : u

(m)
i > 0,

M+1∑
m=1

u
(m)
i = 1

}
(84)

and

Z =

{
Zi ∈ RQ+1 : z

(q)
i > 0,

Q+1∑
q=1

z
(q)
i = 1

}
, (85)

so Ui ∈ U , Zi ∈ Z, and {Ui, Zi} is a situation in game (79), where Ji equilibria exist,

Ji ∈ N. Let
{
U∗

iji
, Z∗

iji

}N

i=1
be equilibria in N games (79) by (80) � (83), where

U∗
iji =

[
u
(m)∗
iji

]
1×(M+1)

∈ U (86)
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and

Z∗
iji =

[
z
(q)∗
iji

]
1×(Q+1)

∈ Z. (87)

Henceforward, the proof is similar to that in Theorem 4. For equilibria
{
U∗

iji
, Z∗

iji

}N

i=1
by (86) and (87), inequalities

Ui ·Ki ·
(
Z∗

iji

)T
=

=

M+1∑
m=1

Q+1∑
q=1

kimqu
(m)
i z

(q)∗
iji

=

=

M+1∑
m=1

Q+1∑
q=1

u
(m)
i z

(q)∗
iji

∫
[τ (i−1); τ (i))

f
(
a(m−1), b(q−1), t

)
dµ (t) 6

6
M+1∑
m=1

Q+1∑
q=1

u
(m)∗
iji

z
(q)∗
iji

∫
[τ (i−1); τ (i))

f
(
a(m−1), b(q−1), t

)
dµ (t) =

=

M+1∑
m=1

Q+1∑
q=1

kimqu
(m)∗
iji

z
(q)∗
iji

=

= U∗
iji

·Ki ·
(
Z∗

iji

)T ∀ Ui =
[
u
(m)
i

]
1×(M+1)

∈ U for i = 1, N − 1, (88)

UN ·KN ·
(
Z∗

NjN

)T
=

=

M+1∑
m=1

Q+1∑
q=1

kNmqu
(m)
N z

(q)∗
NjN

=

=

M+1∑
m=1

Q+1∑
q=1

u
(m)
N z

(q)∗
NjN

∫
[τ (N−1); τ (N)]

f
(
a(m−1), b(q−1), t

)
dµ (t) 6

6
M+1∑
m=1

Q+1∑
q=1

u
(m)∗
NjN

z
(q)∗
NjN

∫
[τ (N−1); τ (N)]

f
(
a(m−1), b(q−1), t

)
dµ (t) =

=

M+1∑
m=1

Q+1∑
q=1

kNmqu
(m)∗
NjN

z
(q)∗
NjN

=

= U∗
NjN

·KN ·
(
Z∗

NjN

)T ∀ UN =
[
u
(m)
N

]
1×(M+1)

∈ U (89)

and inequalities

U∗
iji ·Hi · ZTi =

=

M+1∑
m=1

Q+1∑
q=1

himqu
(m)∗
iji

z
(q)
i =
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=

M+1∑
m=1

Q+1∑
q=1

u
(m)∗
iji

z
(q)
i

∫
[τ (i−1); τ (i))

g
(
a(m−1), b(q−1), t

)
dµ (t) 6

6
M+1∑
m=1

Q+1∑
q=1

u
(m)∗
iji

z
(q)∗
iji

∫
[τ (i−1); τ (i))

g
(
a(m−1), b(q−1), t

)
dµ (t) =

=

M+1∑
m=1

Q+1∑
q=1

himqu
(m)∗
iji

z
(q)∗
iji

=

= U∗
iji ·Hi ·

(
Z∗

iji

)T ∀ Zi =
[
z
(q)
i

]
1×(Q+1)

∈ Z for i = 1, N − 1, (90)

U∗
NjN

·HN · ZTN =

=

M+1∑
m=1

Q+1∑
q=1

hNmqu
(m)∗
NjN

z
(q)
N =

=

M+1∑
m=1

Q+1∑
q=1

u
(m)∗
NjN

z
(q)
N

∫
[τ (N−1); τ (N)]

g
(
a(m−1), b(q−1), t

)
dµ (t) 6

6
M+1∑
m=1

Q+1∑
q=1

u
(m)∗
NjN

z
(q)∗
NjN

∫
[τ (N−1); τ (N)]

g
(
a(m−1), b(q−1), t

)
dµ (t) =

=

M+1∑
m=1

Q+1∑
q=1

hNmqu
(m)∗
NjN

z
(q)∗
NjN

=

= U∗
NjN

·HN ·
(
Z∗

NjN

)T ∀ ZN =
[
z
(q)
N

]
1×(Q+1)

∈ Z (91)

hold. So, inequalities

N−1∑
i=1

Ui ·Ki ·
(
Z∗

iji

)T
+UN ·KN ·

(
Z∗

NjN

)T
=

=

N−1∑
i=1

M+1∑
m=1

Q+1∑
q=1

kimqu
(m)
i z

(q)∗
iji

+

M+1∑
m=1

Q+1∑
q=1

kNmqu
(m)
N z

(q)∗
NjN

=

=

N−1∑
i=1

M+1∑
m=1

Q+1∑
q=1

u
(m)
i z

(q)∗
iji

∫
[τ (i−1); τ (i))

f
(
a(m−1), b(q−1), t

)
dµ (t)

+

+

M+1∑
m=1

Q+1∑
q=1

u
(m)
N z

(q)∗
NjN

∫
[τ (N−1); τ (N)]

f
(
a(m−1), b(q−1), t

)
dµ (t) 6
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6
N−1∑
i=1

M+1∑
m=1

Q+1∑
q=1

u
(m)∗
iji

z
(q)∗
iji

∫
[τ (i−1); τ (i))

f
(
a(m−1), b(q−1), t

)
dµ (t)

+

+

M+1∑
m=1

Q+1∑
q=1

u
(m)∗
NjN

z
(q)∗
NjN

∫
[τ (N−1); τ (N)]

f
(
a(m−1), b(q−1), t

)
dµ (t) =

=

N−1∑
i=1

M+1∑
m=1

Q+1∑
q=1

kimqu
(m)∗
iji

z
(q)∗
iji

+

+

M+1∑
m=1

Q+1∑
q=1

kNmqu
(m)∗
NjN

z
(q)∗
NjN

=

=

N−1∑
i=1

U∗
iji ·Ki ·

(
Z∗

iji

)T
+

+U∗
NjN ·KN ·

(
Z∗

NjN

)T

(92)

and
N−1∑
i=1

U∗
iji ·Hi · ZTi +

+U∗
NjN ·HN · ZTN =

=

N−1∑
i=1

M+1∑
m=1

Q+1∑
q=1

himqu
(m)∗
iji

z
(q)
i +

+

M+1∑
m=1

Q+1∑
q=1

hNmqu
(m)∗
NjN

z
(q)
N =

=

N−1∑
i=1

M+1∑
m=1

Q+1∑
q=1

u
(m)∗
iji

z
(q)
i

∫
[τ (i−1); τ (i))

g
(
a(m−1), b(q−1), t

)
dµ (t)

+

+

M+1∑
m=1

Q+1∑
q=1

u
(m)∗
NjN

z
(q)
N

∫
[τ (N−1); τ (N)]

g
(
a(m−1), b(q−1), t

)
dµ (t) 6

6
N−1∑
i=1

M+1∑
m=1

Q+1∑
q=1

u
(m)∗
iji

z
(q)∗
iji

∫
[τ (i−1); τ (i))

g
(
a(m−1), b(q−1), t

)
dµ (t)

+

+

M+1∑
m=1

Q+1∑
q=1

u
(m)∗
NjN

z
(q)∗
NjN

∫
[τ (N−1); τ (N)]

g
(
a(m−1), b(q−1), t

)
dµ (t) =
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=

N−1∑
i=1

M+1∑
m=1

Q+1∑
q=1

himqu
(m)∗
iji

z
(q)∗
iji

+

+

M+1∑
m=1

Q+1∑
q=1

hNmqu
(m)∗
NjN

z
(q)∗
NjN

=

=

N−1∑
i=1

U∗
iji ·Hi ·

(
Z∗

iji

)T
+

+U∗
NjN ·HN ·

(
Z∗

NjN

)T

(93)

hold as well. Therefore, the stack of successive equilibria
{
U∗

iji
, Z∗

iji

}N

i=1
is an equilibrium

in game (7). The sub-assertion of that, apart from such stacks, there are no other
equilibria in game (7) is proved similarly to Theorem 3 along with Theorem 2. �

Clearly, inequalities (72) and (73) by i = 1, N are a partial case of inequalities (88) �
(91). Inequalities (74) and (75) are a partial case of inequalities (92) and (93). In a
way, Theorem 5 is a generalization of Theorem 4 for the case of �nite game (7), which
is correspondingly de�ned a product of staircase-function �nite spaces. Nevertheless,
stacking up pure-strategy equilibria and mixed-strategy equilibria of (M + 1)× (Q+ 1)
bimatrix games (79) can be cumbersome. The best case is when every �short� game has
a single pure-strategy equilibrium.

6. Exemplification

To exemplify how the suggested method solves bimatrix games de�ned on a product
of staircase-function spaces (which are obviously �nite), consider a case in which t ∈
[0.9π; 2π], the set of pure strategies of the �rst player is

X = {x (t) , t ∈ [0.9π; 2π] : 5 6 x (t) 6 8} ⊂ L2 [0.9π; 2π] (94)

and the set of pure strategies of the second player is

Y = {y (t) , t ∈ [0.9π; 2π] : 3 6 y (t) 6 5} ⊂ L2 [0.9π; 2π] . (95)

The �rst player's payo� functional is

K (x (t) , y (t)) =

∫
[0.9π; 2π]

sin (xt) cos (0.009xyt) dµ (t) (96)

and the second player's payo� functional is

H (x (t) , y (t)) =

∫
[0.9π; 2π]

sin (0.2xyt) dµ (t). (97)

The players are forced to use pure strategies x (t) and y (t) such that

x (t) ∈ {5 + 0.2 · (m− 1)}16m=1 ⊂ [5; 8] (98)

and
y (t) ∈ {3 + 0.2 · (q − 1)}11q=1 ⊂ [3; 5] , (99)
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and they can change their values only at time points{
τ (i)

}10

i=1
= {0.9π + 0.1iπ}10i=1 . (100)

Consequently, this game can be thought of as it is de�ned on rectangular lattice

{5 + 0.2 · (m− 1)}16m=1 × {3 + 0.2 · (q − 1)}11q=1 ⊂ [5; 8]× [3; 5] , (101)

that is this game is a succession of 11 �nite 16× 11 (bimatrix) games⟨{{
a(m−1)

}16

m=1
,
{
b(q−1)

}11

q=1

}
, {Ki, Hi}

⟩
=

=
⟨{

{5 + 0.2 · (m− 1)}16m=1 , {3 + 0.2 · (q − 1)}11q=1

}
, {Ki, Hi}

⟩
(102)

with �rst player's payo� matrices
{
Ki = [kimq]16×11

}11

i=1
whose elements are

kimq =

∫
[0.9π+0.1·(i−1)π; 0.9π+0.1iπ)

f
(
a(m−1), b(q−1), t

)
dµ (t) =

=

∫
[0.9π+0.1·(i−1)π; 0.9π+0.1iπ)

f (5 + 0.2 · (m− 1) , 3 + 0.2 · (q − 1) , t) dµ (t) =

=

∫
[0.9π+0.1·(i−1)π; 0.9π+0.1iπ)

sin
(
5t+ 0.2 · (m− 1) t

)
×

× cos
(
0.009t

(
5 + 0.2 · (m− 1)

)(
3 + 0.2 · (q − 1)

))
dµ (t) =

=

∫
[0.9π+0.1·(i−1)π; 0.9π+0.1iπ)

sin
(
(4.8 + 0.2m) t

)
×

× cos
(
0.009t (4.8 + 0.2m) (2.8 + 0.2q)

)
dµ (t) for i = 1, 10 (103)

and

k11mq =

∫
[1.9π; 2π]

sin
(
(4.8 + 0.2m) t

)
×

× cos
(
0.009t (4.8 + 0.2m) (2.8 + 0.2q)

)
dµ (t) , (104)

and with second player's payo� matrices
{
Hi = [himq]16×11

}11

i=1
whose elements are

himq =

∫
[0.9π+0.1·(i−1)π; 0.9π+0.1iπ)

g
(
a(m−1), b(q−1), t

)
dµ (t) =

=

∫
[0.9π+0.1·(i−1)π; 0.9π+0.1iπ)

g (5 + 0.2 · (m− 1) , 3 + 0.2 · (q − 1) , t) dµ (t) =
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=

∫
[0.9π+0.1·(i−1)π; 0.9π+0.1iπ)

sin
(
0.2t

(
5 + 0.2 · (m− 1)

)(
3 + 0.2 · (q − 1)

))
dµ (t) =

=

∫
[0.9π+0.1·(i−1)π; 0.9π+0.1iπ)

sin
(
0.2t (4.8 + 0.2m) (2.8 + 0.2q)

)
dµ (t)

for i = 1, 10 (105)

and

h11mq =

∫
[1.9π; 2π]

sin
(
0.2t (4.8 + 0.2m) (2.8 + 0.2q)

)
dµ (t). (106)

The 16×11 bimatrix games (102) with (103) � (106) are solved in pure strategies, whereas
every game has a single pure-strategy equilibrium. The stack of the 11 �rst player's
equilibrium strategies in each of those 16 × 11 bimatrix games is shown in Fig. 1. The
stack of the 11 second player's equilibrium strategies is similarly shown in Fig. 2. These
stacks are the factual single pure-strategy equilibrium (of staircase time functions) in the
initial game. The players' payo�s are shown in Fig. 3. The eventual payo� of the �rst
player is approximately 1.83203383, whereas the second player receives approximately
3.03719908558.

Fig. 1. The stack of the 11 �rst player's equilibrium pure strategies as the equilibrium staircase-
function pure strategy x∗ (t)

The example clearly shows (especially when seeing Fig. 1 and Fig. 2) that solving a
succession of bimatrix games is far easier than tackling games whose players' pure strate-
gies look like those staircase functions in Fig. 1 and Fig. 2. Even if not every bimatrix
game has a single equilibrium, a solution of the initial game is built in the same way as
(94) � (106). The only di�erence is that then there will be multiple stacked equilibria,
which commonly induce instability of the players' behavior [5, 9, 10]. The behavior in-
stability is a serious problem in noncooperative games having multiple equilibria di�ering
in the player's payo�s [1, 15, 22]. It is particularly solved by equilibria re�nement with
using domination e�ciency along with maximin and the superoptimality rule [10].
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Fig. 2. The stack of the 11 second player's equilibrium pure strategies as the equilibrium
staircase-function pure strategy y∗ (t)

Fig. 3. The �rst player's payo�s (stars) and the second player's payo�s (squares) at the end of
every interval and their cumulative sum (thicker polyline)

7. Discussion

Just like in the considered example, stacking the �short� games' pure-strategy equi-
libria (by Theorem 4) is ful�lled trivially. When there is at least an equilibrium in mixed
strategies for an interval (that actually falls within conditions of Theorem 5), the stacking
is ful�lled as well implying that the resulting pure-mixed-strategy solution (equilibrium)
of game (7) is realized successively, interval by interval, spending the same amount of
time to implement both pure strategy and mixed strategy solutions (equilibria).

Continuous games are ever struggled to be approximated or rendered to �nite games
not just for the sake of simplicity itself [3, 4, 6]. The matter is the �nite approxima-
tion or rendering makes solutions tractable so that they can be easily implemented and
practiced [7, 8, 19, 22]. However, even a �nite (that is, bimatrix) game may be not
tractable due to gigantic number of situations in game (as it is exempli�ed in Motiva-
tion). So, the presented method, further �breaking� the initial game de�ned on a product
of staircase-function �nite spaces, makes it completely tractable. The tractability does
not depend on the number of (time) intervals. Unless the sets of possible values of play-
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ers' pure strategies are of order of hundreds or thousands (when searching for equilibria
in a �short� bimatrix game may take a few seconds and more), the method is entirely
applicable. Moreover, the presented method is a signi�cant contribution to the mathe-
matical game theory and practice for avoiding too complicated solutions resulting from
game continuities and functional spaces of pure strategies. This is similar to preventing
Einstellung e�ect in modeling [13, 23]. The �breaking� of the initial game de�ned on
a product of staircase-function �nite spaces into a succession of �short� bimatrix games
herein �deeinstellungizes� such noncooperative two-person games.

8. Conclusion

A two-person game de�ned on a product of staircase-function �nite spaces is equiv-
alent to a bimatrix game. However, players' payo� matrices in this game are built very
slowly, so it is impracticable to �nd any solutions in such games. On the other hand, the
two-person game is equivalent to the succession of �short� bimatrix games, each de�ned
on an interval where the pure strategy value is constant. Thus, owing to Theorem 5
(along with Theorem 3 and Theorem 4), the solution (equilibrium) of the initial game
can be obtained by stacking the solutions (equilibria) of the �short� bimatrix games. The
stack is always possible, even when only time is discrete (and the set of pure strategy
possible values is continuous). Moreover, any combination of the respective equilibria of
the �short� bimatrix games is an equilibrium of the initial two-person game.

A similar question of solving games on a product of staircase-function �nite spaces
should be studied for the case of three players. Then the presented assertions and con-
clusions might be just adapted to trimatrix games, which model processes of practically
optimizing the distribution of the limited resources among three sides as well as bimatrix
games do for two sides. Theorems 1 � 3, however, are expected to have less practical
impact for trimatrix games due to the equilibrium singleness is less likely in this case.
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Çàïðîïîíîâàíî äîöiëüíèé ìåòîä ðîçâ'ÿçóâàííÿ iãîð äâîõ îñiá íà äîáóòêó ïðîñòî-
ðiâ ñõîäèíêîâèõ ôóíêöié. Öi ïðîñòîðè ìîæóòü áóòè ñêií÷åííèìè òà íåñêií÷åííè-
ìè. Ìåòîä çàñíîâàíèé íà ñêëåþâàííi ðiâíîâàã �êîðîòêèõ� iãîð äâîõ îñiá, êîæíà
ç ÿêèõ âèçíà÷åíà íà iíòåðâàëi, äå çíà÷åííÿ ÷èñòî¨ ñòðàòåãi¨ ïîñòiéíi. Ñïî÷àòêó
ôîðìàëiçîâàíî ãðó äâîõ îñiá, ó ÿêié ñòðàòåãi¨ ãðàâöiâ ¹ ñõîäèíêîâèìè ôóíêöiÿìè. Ó
òàêié ãði ìíîæèíîþ ÷èñòèõ ñòðàòåãié ãðàâöÿ ¹ êîíòèíóóì ñõîäèíêîâèõ ôóíêöié ÷àñó.
×àñ ïðèéìà¹òüñÿ äèñêðåòíèì. Äîâåäåíî ÷îòèðè òåîðåìè, ÿêi äàþòü çìîãó âèêîíóâàòè
ñêëåéêó äëÿ âèïàäêó ðiâíîâàã ó ÷èñòèõ ñòðàòåãiÿõ. Äàëi ìíîæèíà ìîæëèâèõ çíà÷åíü
÷èñòî¨ ñòðàòåãi¨ ãðàâöÿ äèñêðåòèçó¹òüñÿ òàê, ùî ãðà ñòà¹ âèçíà÷åíîþ íà äîáóòêó
ñêií÷åííèõ ïðîñòîðiâ ñõîäèíêîâèõ ôóíêöié. Äëÿ ôîðìàëiçàöi¨ ìåòîäó ðîçâ'ÿçóâàííÿ
iãîð äâîõ îñiá íà äîáóòêó ñêií÷åííèõ ïðîñòîðiâ ñõîäèíêîâèõ ôóíêöié äîâîäèòüñÿ
òâåðäæåííÿ ïðî òå, ùî âiäïîâiäíà ãðà ðîçâ'ÿçó¹òüñÿ ÿê ñêëåéêà âiäïîâiäíèõ ðiâíîâàã
�êîðîòêèõ� áiìàòðè÷íèõ iãîð. Ó òàêîìó âèïàäêó ðiâíîâàãè ðîçãëÿäàþòüñÿ çàãàëîì,
ïîçàÿê âîíè ìîæóòü áóòè ïîäàíi é ó çìiøàíèõ ñòðàòåãiÿõ. Ñêëåéêà ¹ äîâiëüíîþ
êîìáiíàöi¹þ (ïîñëiäîâíiñòþ) âiäïîâiäíèõ ðiâíîâàã �êîðîòêèõ� áiìàòðè÷íèõ iãîð. Êðiì
òàêî¨ ñêëåéêè, ó �äîâãié� áiìàòðè÷íié ãði iíøèõ ðiâíîâàã íåìà¹. Öÿ ñêëåéêà çàâæäè
ìîæëèâà, íàâiòü ÿêùî äèñêðåòíèì ¹ ëèøå ÷àñ (i ìíîæèíà ìîæëèâèõ çíà÷åíü ÷èñòî¨
ñòðàòåãi¨ ¹ íåïåðåðâíîþ). Íàâåäåíî ïðèêëàä, ÿêèé äåìîíñòðó¹, ÿê âèêîíó¹òüñÿ
ñêëåþâàííÿ äëÿ âèïàäêó, êîëè êîæíà �êîðîòêà� áiìàòðè÷íà ãðà ìà¹ ¹äèíó ðiâíîâàãó
ó ÷èñòèõ ñòðàòåãiÿõ. Òàêèé ìåòîä, äàëi �ðîçáèâàþ÷è� âèõiäíó (�äîâãó�) áiìàòðè÷íó
ãðó, âèçíà÷åíó íà äîáóòêó ñêií÷åííèõ ïðîñòîðiâ ñõîäèíêîâèõ ôóíêöié, íàäà¹ ¨é ïîâíî¨
çìiñòîâíîñòi.

Êëþ÷îâi ñëîâà: òåîðiÿ iãîð, ôóíêöiîíàë âèãðàøiâ, ñòðàòåãiÿ ó ôîðìi ñõîäèíêîâî¨
ôóíêöi¨, áiìàòðè÷íà ãðà.


