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We consider the Cauchy boundary value problem for the Laplace equation in a planar
bounded doubly-connected domain. Our goal is to reconstruct the Cauchy data on the
interior boundary from given Cauchy data on the outer boundary. It is an example of
the linear ill-posed inverse problem. Using the indirect integral equation method based
on a double-layer representation for the Cauchy problem we receive a system of integral
equations to be solved for two unknown densities. It is shown that the system has a unique
solution for a dense set of data. Next we parametrize this system to periodical integral
equations and separate the given hypersingularity in some kernels as a special weight func-
tion. The numerical solution of integral equations is realized by Nystroem method based
on trigonometrical quadrature rules. As result the full discrete system of linear equations
with respect to approximation values of unknown densities in the quadrature points is re-
ceived. Since this system is ill-posed it is solved by Tikhonov regularization. The value
of the regularization parameter is chosen by trial and error. It gives us the possibility to
receive the stable solution. The in�uence of the discretization is also included in a brief
error analysis. Results of numerical experiments for the reconstruction of the function and
its normal derivative on the interior boundary show that accurate approximations can be
obtained with the double-layer method also for the noisy Cauchy data. In the case of noisy
data, random pointwise errors are added to the function values on the outer boundary with
the percentage given in terms of the least squares norm.

Key words: Cauchy problem, double-layer potential, hypersingular integral equation, Ny-
str�om method, Tikhonov regularization.

1. Introduction

The Cauchy problem for the Laplace equation has been studied for over a century and
serves as a typical example of a linear inverse ill-posed problem. The Cauchy problem
has several important applications, for example, in cardiology, corrosion detection, elec-
trostatics, geophysics, leak identi�cation, non-destructive testing and plasma physics,
for references see [2], where also references to some regularizing solution methods are
given. We shall not go into details or list further references on history and properties
of Cauchy problems, but only state that data are assumed compatible such that there
exists a solution. We focus on recent layer potential methods for the Cauchy problem.

Layer potential based methods leading to �rst kind Fredholm integral equations have
been successful for well-posed boundary value problems both for theoretical investigations
and numerical calculations. For ill-posed Cauchy problems reduction via layer potentials
is more recent and less studied. Starting with the work [2] and building on results
from [1], a string of works have been produced showing that a single-layer approach can
be applied also to ill-posed Cauchy problems, and is in fact simple and straightforward
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but yet mathematically rigorous. This single-layer method has been implemented and
tested in various planar domains both doubly and simply connected as well as unbounded,
for details and references see the overview in [3]. The method is not restricted to the
Laplace equation but can also be applied to, for example, the similar ill-posed problem in
elasticity and for other stationary and non-stationary �elds of various physical processes,
see [4, 5].

To further complete the research on layer based methods for ill-posed Cauchy prob-
lems, it is natural to consider the use of a double-layer instead of a single-layer. Therefore,
we present a double-layer method for the Cauchy problem for the Laplace equation in
planar doubly-connected domains. As is known for the Dirichlet problem for the Laplace
equation in multiply connected domains, the classical double-layer potential has to be
adjusted with additional terms to generate a unique solution, see [13, Chapt. IV, Sect.
31] and [7]. The similar modi�cation is adopted here. Using this layer representation
leads to a hypersingularity appearing in the resulting system of integral equations. We
examine the in�uence of this singularity and its e�ect on the regularization.

For the outline of this work, in Section 2, we present what is termed the indirect
integral method based on a double-layer representation for the Cauchy problem, leading
to a system of integral equations to be solved for two unknown densities. The operator
corresponding to this system is injective and has dense range, see Theorem 1. In Section 3,
we show how to discretize the obtained system using the Nystr�om method and discuss
the stable solution of it via Tikhonov regularization. The in�uence of the discretization
is also included in a brief error analysis. Section 4 is devoted to numerical investigations;
numerical examples are given showing that accurate solutions can be obtained also in
the case of noisy Cauchy data. Some conclusions are stated in Section 5.

Before undertaking the outlined work, we end this section by formulating more pre-
cisely the Cauchy problem we study. Let D2 ⊂ R2 be a bounded domain with boundary
curve Γ2. This curve is assumed to be simple closed and su�ciently smooth; this means
in particular that the curve has no self-intersections and is connected, and the curve itself
has no boundary. Let then Γ1 be a simple closed (smooth) curve lying wholly within D2

with the interior of Γ1 being denoted D1. The solution domain D is the region between
the two curves Γ1 and Γ2, thus D = D2 \ D̄1. The outward unit normal to the bound-
ary is denoted by ν, see further Fig. 1 for an example of the con�guration. We assume
additionally that the origin does not belong to the domain D.

Fig. 1. Example of a solution domain D

Let u ∈ C2(D) ∩ C1(D̄) be harmonic, that is a solution to the Laplace equation

∆u = 0 in D (1)
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with u also satisfying the following two boundary conditions on the outer curve Γ2,

u = f on Γ2 and
∂u

∂ν
= g on Γ2. (2)

This is the Cauchy problem that we shall present a double-layer approach for to generate
a stable numerical approximation of the solution u.

Before ending this section, we note that our suggested approach is di�erent from
the one given by Sun [14] for the Cauchy problem. In [14], an additional domain B
containing the given domain D is introduced, and the solution is represented as a double-
layer potential over the boundary ∂B. As a result, ill-posed integral equations of the �rst
kind are obtained. The similar idea when using ill-posed integral equations in potential
theory are presented by Kress, see for example, [11, p. 343].

2. Ill-posed system of hypersingular integral equations

The use of a double-layer potential for the interior Dirichlet problem in multiply
connected domains involves some modi�cation of the representation of the solution.
Modi�cation is necessary to ensure the well-posedness of the obtained system of inte-
gral equations since there are non-trivial null solutions. A modi�cation is suggested by
Mikhlin in [13, Chapt. IV, Sect. 31] and successfully used by other authors for exam-
ple [7, 9]. Therefore, following [13], we seek the solution to the Cauchy problem (1)�(2)
in the following form

u(x) =

2∑
ℓ=1

∫
Γℓ

ϕℓ(y)
∂Φ(x, y)

∂ν(y)
ds(y) +A ln |x|2, x ∈ D, (3)

where ϕ1 ∈ C(Γ1) and ϕ2 ∈ C(Γ2) are unknown densities (continuous densities imply a
straightforward interpretation of the boundary integrals), A ∈ R is an unknown constant
and

Φ(x, y) =
1

2π
ln

1

|x− y|
, x ̸= y (4)

is the fundamental solution of the Laplace equation in R2.
Using the classical jump properties of the double-layer potential and its normal deriva-

tive, the representation (3) satis�es (1)�(2) provided that the two densities ϕ1 and ϕ2
together with the constant A solve the following system

−1

2
ϕ2(x) +

2∑
ℓ=1

∫
Γℓ

ϕℓ(y)
∂Φ(x, y)

∂ν(y)
ds(y) +A ln |x|2 = f(x), x ∈ Γ2,

2∑
ℓ=1

∂

∂ν(x)

∫
Γℓ

ϕℓ(y)
∂Φ(x, y)

∂ν(y)
ds(y) + 2A

x · ν(x)
|x|2

= g(x), x ∈ Γ2,

∫
Γ1

ϕ1(y)ds(y) = 0.

(5)

We show below that the above system has at most one solution for a dense set of data.
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We introduce the following boundary integral operators

(Tijµ) (x) =
∂

∂ν(x)

∫
Γj

µ(y)
∂Φ(x, y)

∂ν(y)
ds(y), x ∈ Γi, (6)

(Dijµ) (x) =

∫
Γj

µ(y)
∂Φ(x, y)

∂ν(y)
ds(y), x ∈ Γi, (7)

and

Qiϕ =

∫
Γi

ϕ(y)ds(y),

together with the two functions

Gi(x) = ln |x|2, G̃i(x) = 2
x · ν(x)
|x|2

x ∈ Γi,

where i, j = 1, 2.
Then we rewrite the system (5) in the following operator form

D21ϕ1 +

(
−1

2
I +D22

)
ϕ2 +AG2 = f,

T21ϕ1 + T22ϕ2 +AG̃2 = g,
Q1ϕ1 = 0.

(8)

The operator matrix of the left-hand side in (8) is denoted by B and is considered as a
mapping B : L2(Γ1)× L2(Γ2)× R → L2(Γ2)× L2(Γ2)× R, where

B =

 D21 −1

2
I +D22 G2

T21 T22 G̃2

Q1 0 0

 . (9)

The system (8) corresponds to the ill-posed Cauchy problem (1)�(2), and will there-
fore inherit the ill-posedness. Thus, rather than showing well-posedness, it is important
that the operator B has properties such that Tikhonov regularization can be applied for
the stable solution. We therefore show the following result.

Theorem 1. The operator B de�ned in (9) is injective and has dense range in the

space L2(Γ2)× L2(Γ2)× {0}.
Proof. Assume that Bϕ = 0, where ϕ = (ϕ1, ϕ2, A) ∈ L2(Γ1) × L2(Γ2) × R. The

element u given by the modi�ed double-layer potential (3) is then a solution to the
Laplace equation in the interior of D with u|Γ2

= 0 and ∂u/∂ν|Γ2
= 0. Thus, by

Holmgren's theorem, u = 0 in D̄. Consider then the Dirichlet boundary value problem in
the domain D with homogeneous boundary conditions. We have a representation of the
solution to that Dirichlet problem in the form of the modi�ed double-layer potential (3)
with the last condition of (8) being satis�ed by the assumption Bϕ = 0. According
to [13, Chapt. IV, Sect. 31], we can therefore conclude that the densities ϕ1 = 0 and
ϕ2 = 0 as well as A = 0 in the representation (3). Hence, the operator B is injective.

We then show that B has dense range in L2(Γ2) × L2(Γ2) × {0}. Let f2 be a �xed
smooth function on Γ2 and f1 an arbitrary smooth function on Γ1. The solution u to the
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Dirichlet problem having ∆u = 0 in D and u = f2 on Γ2 and u = f1 on Γ1, can, according
to [13, Chapt. IV, Sect. 31], be represented as the modi�ed double-layer potential (3)
with the last condition in (8) satis�ed.

Let g2 = g2(f1) be the restriction to Γ2 of the normal derivative of this modi�ed
double-layer potential. We claim that as f1 varies arbitrarily, g2(f1) forms a dense set
in L2(Γ1). Assume on the contrary that g2(f1) does not form a dense set. Then there
exists a non-trivial element z2 with∫

Γ2

g2(f1)(y)z2(y) ds(y) = 0 (10)

for every choice of f1.
Let v be a solution to the Dirichlet problem having ∆v = 0 in D and v = z2 on Γ2

and v = 0 on Γ1. Applying Green's formula utilizing the boundary conditions for u and
v together with (10) render∫

Γ2

f2(y)
∂v

∂ν
(y) ds(y) +

∫
Γ1

f1(y)
∂v

∂ν
(y) ds(y) = 0.

Since f2 and v are �xed and f1 arbitrary, by taking f1 = 0, we �nd that the �rst term
in the left-hand side vanish. We are then left with∫

Γ1

f1(y)
∂v

∂ν
(y) ds(y) = 0.

Since f1 is arbitrary, we conclude that the normal derivative of v vanish on Γ1. From
the construction, v also vanish on Γ1. By Holmgren's theorem, v = 0 in D̄, hence z2 is
zero, which is a contradiction.

To conclude, for each smooth function f2 on Γ2, there is a dense set of functions g2
for which (8) has a solution. It therefore follows that the operator B has a dense range
in L2(Γ2)× L2(Γ2)× {0}. 2

We point out that the above proof of injectivity follows the steps in [1, Theorem
4.1]. Moreover, the result obtained in the denseness part stating that for each smooth
function f2 there is a dense set of functions g2 for which (8) has a solution, is in accordance
with [6, Chapt. 3, Thm. 1.1]. There it is shown that a dense set of Cauchy data for elliptic
equations is obtained by taking restrictions of solutions to a mixed boundary problem.

We can then write our inverse problem as an operator equation

Bϕ = F

to be solved for ϕ = (ϕ1, ϕ2, A) given the data F = (f, g, 0). To restore stability, Tikhonov
regularization is employed, that is we solve the regularized system

(B∗B + αI)ϕα = B∗F,

where B∗ is the adjoint operator to B, and α > 0 is a regularization parameter to be
chosen appropriately.

According to the representation (3) the Cauchy data on Γ1 can be calculated as

u(x) =
1

2
ϕ1(x) + (D11ϕ1)(x) + (D12ϕ2)(x) +AG1(x),

∂u

∂ν
(x) = (T11ϕ1)(x) + (T12ϕ2)(x) +AG̃1(x).
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3. Full discretization

We assume that the boundary curves have the parametrization

Γi = {xi(t) = (xi1(t), xi2(t)), t ∈ [0, 2π]},

where xi : R → R2 is 2π-periodic with |x′i(t)| > 0 for all t ∈ [0, 2π], xi ∈ C3([0, 2π] ×
[0, 2π]), i = 1, 2.

Using these parametric representations in (6) and (7), we get the parametrized system
of integral equations

1

2π

∫ 2π

0

ψ1(τ)K21(t, τ)dτ − ψ2(t)+

+
1

2π

∫ 2π

0

ψ2(τ)K22(t, τ)dτ + 2AG2(x2(t)) = f̃(t),

1

2π

∫ 2π

0

ψ1(τ)L21(t, τ)dτ +
1

2π|x′2(t)|

[∫ 2π

0

ψ′
2(τ) cot

τ − t

2
dτ+∫ 2π

0

ψ2(τ)L22(t, τ)dτ

]
+AG̃2(x2(t)) = g̃(t),∫ 2π

0

ψ1(τ)|x′1(τ)|dτ = 0,

(11)

where ψi(t) = ϕ(xi(t)), i = 1, 2, f̃(t) = 2f(x2(t)), g̃(t) = g(x2(t)) for t ∈ [0, 2π].
Here, we used well-known relations between the normal derivative of the double-layer

potential and the single-layer potential (see [11]).
Recalling the fundamental solution of the Laplace equation for planar domains,

see (4), the kernels can be written as

Kij(t, τ) =
2(xi(t)− xj(τ)) · ν(xj(τ))

|xi(t)− xj(τ)|2
|x′j(τ)|, i ̸= j

and

Lij(t, τ) =

(
−2(xi(t)− xj(τ)) · ν(xi(t))(xi(t)− xj(τ)) · ν(xj(τ))

|xi(t)− xj(τ)|4

+
ν(xi(t)) · ν(xj(τ))
|xi(t)− xj(τ)|2

)
|x′j(τ)|, i ̸= j,

with diagonal values

Kii(t, t) =
x′′i (t) · ν(xi(t))

|x′i(t)|
and

Lii(t, τ) =



2x′i(t) · (xi(τ)− xi(t))x
′
i(τ) · (xi(τ)− xi(t))

|xi(t)− xi(τ)|4
− x′i(t) · x′i(τ)

|xi(t)− xi(τ)|2

− 1

4 sin2( τ−t
2 )

, t ̸= τ,

− 1

12
+
x′i(t) · x′′′i (t)

6|x′i(t)|2
+

x′′i (t)
2

4|x′i(t)|2
− (x′i(t) · x′′i (t))2

2|x′i(t)|4
, t = τ.
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We consider quadrature rules constructed via trigonometrical interpolation [11] with
2n equidistant nodal points

tj =
jπ

n
, j = 0, . . . , 2n− 1, (12)

with respect to the 2n-dimensional space Tn of trigonometric polynomials of the form

Tn = {v(s) =
n∑

m=0

am cosms+

n−1∑
m=1

bm sinms, am, bm ∈ R}.

Denote by {Lj ∈ Tn, j = 0, . . . , 2n− 1} the corresponding Lagrange basis.
The two quadrature rules are

1

2π

∫ 2π

0

f(τ) cot
t− τ

2
dτ ≈

2n−1∑
k=0

T̃k(t) f(tk), (13)

and
1

2π

∫ 2π

0

f(τ) dτ ≈ 1

2n

2n−1∑
k=0

f(tk) (14)

with the weight functions derived from [12],

T̃j(t) = − 1

n

n−1∑
m=1

m cos(m(t− tj))−
1

2
cos(n(t− tj)).

Using the Nystr�om method with quadratures (13) and (14) in the integral equations
(11), we obtain the following system of linear equations

1

2n

2n−1∑
j=0

ψ1,jK21(ti, tj) +
1

2n

2n−1∑
j=0

ψ2,jK22(ti, tj)− ψ2,i + 2AG2(x2(ti)) = f i,

1

2n

2n−1∑
j=0

ψ1,jL21(ti, tj)+

+
1

|x′2(ti)|

2n−1∑
j=0

ψ2,j

[
T̃j(ti) +

1

2n
L22(ti, tj)

]
+AG̃2(x2(ti)) = gi,

2n−1∑
j=0

ψ1,j |x′1(tj)| = 0

(15)

to be solved for ψ1,j ≈ ψ1(tj) and ψ2,j ≈ ψ2(tj) with the right-hand side f i = f̃(ti) and
gi = g̃(ti) for i = 0, . . . , 2n − 1. Rearranging (15), we arrive at the following system of
linear algebraic equations:

Ax = b, (16)

where the matrix A ∈ R4n+1×4n+1 and x = [ψ1, ψ2, A]
⊤ with b = [f, g, 0]⊤. The matrix

A will have a large condition number due to the ill-posedness of the Cauchy problem.
To obtain a stable smooth solution regularization of this system is necessary.
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As explained at the end of the previous section, to solve (16) in a stable way, we employ
Tikhonov regularization; the standard version of Tikhonov regularization amounts to
solve the minimization problem

min
x

{
∥Ax− bδ ∥2

2 + λ ∥x∥22
}

(17)

where λ ∈ R is a regularization parameter that has to be appropriately chosen and bδ

are the given noisy data with error level δ. The Tikhonov regularized solution xλ in (17)
is equivalently given as the solution to the regularized normal equations

(A∗A+ λI)xλ = A∗bδ, (18)

where A∗ is the transpose of the matrix A. Although there are optimal choices for the
regularization parameter (the discrepancy principle), it is often simpler and faster to use
a heuristic choice such as the L-curve rule [8].

A convergence analysis can be carried out based on general results given for example
in [10]. Denote by ψλ

ℓ,n ∈ Tn, ℓ = 1, 2, solutions obtained via (18) as

ψλ
ℓ,n(t) =

2n−1∑
j=0

ψ
λ

ℓ,jLj(t)

and by ψℓ,n ∈ Tn, ℓ = 1, 2, solutions obtained via (16) as

ψℓ,n(t) =

2n−1∑
j=0

ψℓ,jLj(t).

Clearly, we have the following inequality

∥ψλ
ℓ,n − ψℓ∥L2 ≤ ∥ψλ

ℓ,n − ψℓ,n∥L2 + ∥ψℓ,n − ψℓ∥L2 .

It is possible under additional assumptions on the matrix A to show the estimates

∥ψλ
ℓ,n − ψℓ,n∥L2 ≤ C

√
δ, C > 0

and
∥ψℓ,n − ψℓ∥L2 ≤ inf{∥ψℓ − ξ∥L2 , ξ ∈ Tn}.

Thus, in the case of exact data the error estimate of this approach corresponds to the
case of well-posed hypersingular integral equations (see [12]).

The numerical value of the Cauchy data on Γ1 can by calculated as

un(x1(ti)) =
1

2
ψ
λ

1,i +
1

4n

2∑
ℓ=1

2n−1∑
j=0

ψ
λ

ℓ,jK1,ℓ(ti, tj) +AλG1(x1(ti))

and

∂un
∂ν

(x1(ti)) =
1

|x′1(ti)|

2n−1∑
j=0

ψ
λ

1,j

[
T̃j(ti) +

1

2n
L11(ti, tj)

]
+

1

2n

2n−1∑
j=0

ψ
λ

2,jL12(ti, tj)

+AλG̃1(x1(ti)).
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4. Numerical experiments

We illustrate by numerical examples the robustness, for both exact and noisy data, of
the proposed double-layer method for the reconstruction of a harmonic function satisfying
the Cauchy problem (1)�(2). In the case of noisy data, random pointwise errors are added
to the function values g on the outer boundary Γ2 with the percentage given in terms
of the L2-norm. The discretization parameter controlling the number of mesh points on
each boundary curve is taken as n = 32 in (12). The value of the regularization parameter
λ is chosen by trial and error; we calculated the numerical solutions for λ = 10−m with
m = 1, . . . , 15, and use the value giving the most accurate result.

Example 1. The solution domain D is bounded by the curves (see Fig. 2a)

Γ1 = {x1(s) = (0.6 cos s, 0.4 sin s), s ∈ [0, 2π]}, Γ2 = {x2(s) = (cos s, sin s), s ∈ [0, 2π]}.

We consider the harmonic function uex(x) = x21 − x22, with x ∈ D, as the exact solution

a) The domain D in Ex. 1 b) The domain D in Ex. 2

Fig. 2. The two solution domains used in the numerical experiments

of the Cauchy problem (1)�(2). The Cauchy data is then given as

f(x) = x21 − x22, g(x) = 2(x1,−x2) · ν(x), x ∈ Γ2.

We use the discrete L2-error e2 as a measure of the quality of the reconstruction of the
function values, where

e2 =

(
1

2n

2n−1∑
i=0

[f(x1(ti))− un(x2(ti))]
2

)1/2

and corresponding L2-error q2 to measure the quality of the reconstruction of the normal
derivative.

The results of the numerical reconstruction of the Cauchy data on the interior curve
Γ1 with the proposed method in the case of 3% noise are presented in Figs. 3a and 3b.
The solid line in each �gure is the analytical value and the dashed line the corresponding
approximation. The approximations will improve further with less noise and we mention
that in the case of exact data, we obtain e2 = 2.6E−8 and q2 = 2.2E−7 for λ = 1E−8.
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a) Function, e2 = 0.02 b) Normal derivative, q2 = 0.09

Fig. 3. Cauchy data reconstruction on Γ1 for 3% noise in the data in Ex. 1: λ = 1E − 2

Example 2. The domain D has boundary curves given by (see Fig. 2b)

Γ1 = {x1(s) = (
√
(0.5 cos s)2 + (0.25 sin s)2(cos s, sin s), s ∈ [0, 2π]}

and
Γ2 = {x2(s) = (cos s, 1.3 sin s), s ∈ [0, 2π]}.

We choose as the exact solution the following harmonic function

uex(x) = Φ(x, y∗), x ∈ D, y∗ /∈ D

with y∗ = (3, 0) and Φ the fundamental solution given in (4).
In Fig. 4 are the results of the reconstruction of the Cauchy data on the boundary

Γ1 in the case of 3% noise. For exact data, we obtained e2 = 1.7E− 7 and q2 = 8.1E− 6
for λ = 1E − 10.

a) Function, e2 = 0.01 b) Normal derivative, q2 = 0.07

Fig. 4. Cauchy data reconstruction on Γ1 for 3% noise in the data in Ex.2: λ = 1E − 3

As we see in Fig 3 and Fig 4 the reconstruction of the function values on Γ1 has
high accuracy also for noisy data. It is pleasing to see that also the normal derivative
is reconstructed with acceptable accuracy. Di�erentiation is itself an ill-posed problem,
thus �nding numerically the normal derivative is an additional challenge compared to
�nding the function values.
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5. Conclusions

The numerical solution of the planar Cauchy problem for the Laplace equation in
doubly connected domains is considered. Using a double-layer potential approach the
Cauchy problem is reduced to a system of ill-posed integral equations having a hyper-
singularity in the kernels. The injectivity of the corresponding linear operator together
with denseness of its range are shown. The full discretization is realized by a trigono-
metrical Nystr�om type method. It leads to a linear system which is solved by Tikhonov
regularization. The numerical experiments con�rmed the usability of proposed approach
including in the case of noisy data for generating a stable solution to the Cauchy problem.
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Ðîçãëÿäà¹òüñÿ êðàéîâà çàäà÷à Êîøi äëÿ ðiâíÿííÿ Ëàïëàñà â ïëîñêié äâîçâ'ÿçíié
îáëàñòi. Ìåòà � ðåêîíñòðóþâàòè äàíi Êîøi íà âíóòðiøíié ìåæi çà âiäîìèìè äàíèìè
Êîøi íà çîâíiøíié ìåæi. Öå ïðèêëàä ëiíiéíî¨ íåêîðåêòíî¨ îáåðíåíî¨ çàäà÷i. Âèêîðèñ-
òîâóþ÷è íåïðÿìèé ìåòîä iíòåãðàëüíèõ ðiâíÿíü, ÿêèé  ðóíòó¹òüñÿ íà ïîäàííi ðîçâ'ÿçêó
çàäà÷i Êîøi ó ôîðìi ïîòåíöiàëó ïîäâiéíîãî øàðó, îòðèìàíî ñèñòåìó iíòåãðàëüíèõ
ðiâíÿíü ùîäî äâîõ íåâiäîìèõ ãóñòèí. Ç'ÿñîâàíî, ùî öÿ ñèñòåìà ìà¹ ¹äèíèé ðîçâ'ÿçîê
äëÿ ùiëüíî¨ ìíîæèíè äàíèõ. Äàëi âèêîíàíî ïàðàìåòðèçàöiþ ñèñòåìè äî ïåðiîäè÷íèõ
iíòåãðàëüíèõ ðiâíÿíü i âèäiëåíî íàÿâíó ãiïåðñîáëèâiñòü ó âèãëÿäi ñïåöiàëüíî¨ âàãîâî¨
ôóíêöi¨. ×èñåëüíå ðîçâ'ÿçóâàííÿ iíòåãðàëüíèõ ðiâíÿíü ðåàëiçîâàíî ìåòîäîì Íèñòðüî-
ìà ç òðèãîíîìåòðè÷íèìè êâàäðàòóðàìè. Ó ïiäñóìêó îòðèìàíî ïîâíiñòþ äèñêðåòíó
ñèñòåìó ëiíiéíèõ ðiâíÿíü ñòîñîâíî àïðîêñèìàöiéíèõ çíà÷åíü íåâiäîìèõ ãóñòèí ó êâàä-
ðàòóðíèõ âóçëàõ. Ïîçàÿê öÿ ñèñòåìà íåêîðåêòíà, òî äëÿ ¨¨ ðîçâ'ÿçóâàííÿ çàñòîñîâàíî
ìåòîä ðåãóëÿðèçàöi¨ Òiõîíîâà. Ïàðàìåòð ðåãóëÿðèçàöi¨ âèáðàíî øëÿõîì ïåðåáîðó. Öå
äàëî çìîãó îòðèìàòè ñòiéêèé ðîçâ'ÿçîê. Âïëèâ äèñêðåòèçàöi¨ ç'ÿñîâàíî â êîðîòêîìó
àíàëiçi ïîõèáêè. Ðåçóëüòàòè ÷èñåëüíèõ åêñïåðèìåíòiâ ðåêîíñòðóêöi¨ ôóíêöi¨ òà ¨¨
íîðìàëüíî¨ ïîõiäíî¨ íà âíóòðiøíié ìåæi çàñâiä÷óþòü, ùî ñòiéêi íàáëèæåííÿ ìîæíà
îòðèìàòè ìåòîäîì ïîòåíöiàëó ïîäâiéíîãî øàðó i ó âèïàäêó äàíèõ Êîøi ç øóìîì.
Ó âèïàäêó äàíèõ ç øóìîì âèïàäêîâà ïîõèáêà äîäàâàëàñü äî çíà÷åíü ôóíêöi¨ íà
çîâíiøíié ìåæi ó âiäñîòêàõ, íîðìîâàíèõ ó ñåðåäíüî-êâàäðàòè÷íié íîðìi.

Êëþ÷îâi ñëîâà: çàäà÷à Êîøi, ïîòåíöiàë ïîäâiéíîãî øàðó, ãiïåðñèíãóëÿðíå iíòåãðàëüíå
ðiâíÿííÿ, ìåòîä Íèñòðüîìà, ðåãóëÿðèçàöiÿ Òiõîíîâà.


