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Bi-Hamiltonian systems play an important role in the study of completely integrable
nonlinear dynamical systems. In the present work, we �nd the bi-Hamiltonian represen-
tation as well as three classes of exact solutions for one Burgers' type three-component
nonlinear dynamical system, which arises in the context of a dispersionful version of the
so-called universal Whitham hierarchy. We begin with some important de�nitions from
the theory of completely integrable nonlinear dynamical systems, namely those of conser-
vation law and its gradient and bi-Hamiltonian representation of a system. After that, for
the above-mentioned dynamical system, we construct the in�nite hierarchy of functionally
independent conservation laws utilizing the gradient holonomic method. Moreover, based
on that hierarchy we �nd the implectic pair of Noetherian operators and corresponding
Hamiltonian functionals applying the di�erential-algebraic algorithm. Furthermore, we
construct three classes of exact traveling wave solutions, in particular, solitary wave and
periodic ones, using the (G'/G)�expansion method. It is shown that for the case of the
dynamical system under consideration, the degrees of polynomials in (G'/G) cannot be
uniquely determined from the system of algebraic equations of the homogeneous balance.
Nevertheless, utilizing a more detailed analysis, a general form of the solution is found
uniquely. Further, we analyze the obtained results, in particular, the analytical solution is
veri�ed by putting it back into the original equations. Finally, we anticipate future research
objectives, especially �nding the standard Lax type representation of the above-mentioned
dynamical system.

Key words: nonlinear dynamical system, conservation law, implectic operator, Hamiltonian
functional, exact solution, solitary wave, gradient holonomic method, (G'/G)�expansion
method.

1. Introduction
Since the middle of the 20th century, nonlinear dynamical systems (NDS) have been

the object of intensive research. This is, on the one hand, due to their crucial importance
in physics, biology, and other natural sciences and, on the other hand, due to the discovery
of soliton by N. Zabusky and M.Kruskal [20] which completely changed the perception
of nonlinear dynamics.

One of the key theoretical notions in the context of nonlinear dynamical systems is
that of complete integrability. There is a number of formal de�nitions of the integrable
dynamical system. For instance, in the case of Hamiltonian systems, there is a concept
of complete integrability in the Liouville sense [3,12] which is formalized in the Liouville-
Arnold theorem [1]. In any case, three generally recognizable features [5] of completely
integrable systems are the following:

� existence of many conserved quantities;
� presence of algebraic geometry;
� ability to give explicit solutions.
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The above-mentioned features of integrable dynamical systems have been extensively
investigated in the literature since the 1960s. The modern theory dates back to the arti-
cles by Lax [9], Gardner et al. [11], and others, in which the inverse scattering transform
method for the Korteweg � de Vries equation was introduced. This method, which is
used to solve initial and/or boundary value problems for completely integrable nonlinear
dynamical systems, was further extended by Zakharov, Shabat and other to a new class
of dynamical systems (see [16] and references therein). On the other hand, Magri [10]
introduced a very important notion of bi-Hamiltonian systems which gave rise to the
concept of the complete integrability in the Liouville sense [1, 12].

Later on, Ablowitz et al. [15] introduced a regular procedure for the construction
of new completely integrable in the Lax sense nonlinear evolution equations as well as
their explicit soliton solutions. Besides that, M. Bogoliubov (Jr.), A. Prykarpatskyi and
their students (see [3] and references therein) developed an e�cient method of obtaining
integrability criteria for nonlinear dynamical systems on functional manifolds called the
gradient holonomic method.

On the other hand, a lot of attention has been paid to the problem of �nding exact
solutions of nonlinear dynamical systems. The above-mentioned inverse scattering trans-
form method is undoubtedly the most important discovery in this area of research [16].
When applicable, it leads to wide classes of solutions for completely integrable sys-
tems [14]. Nevertheless, in practice, the calculations are very complicated.

Alternatively, one can utilize a partial method (ansatz) to �nd the solution of a nonlin-
ear evolution equation (NEE) of some particular shape. Over the last decades, numerous
techniques to construct abundant classes of solutions, in particular, the traveling wave
ones, have been developed. Some of the well-known methods include the Painlev�e expan-
sion method [19], the Hirota bilinear method [4], the homogeneous balance method [17],

the tanh method [2], the Jacobi elliptic function method [7], and the
(

G′

G

)
� expansion

method [18].
Nowadays, the most important problems of the theory of completely integrable dy-

namical systems, among others, are the following [3]:
1. classi�cation of nonlinear dynamical systems, i.e. the construction of integrability

criteria;

2. extension of the class of completely integrable systems;

3. construction of exact solutions (in particular, the soliton ones);

4. study of di�erential-geometric, algebraic and Hamiltonian properties of nonlinear
dynamical systems, etc.

In the present work, we address the second and the third problems in the list above
in application to the following dispersionful (Burgers' type) nonlinear dynamical system:

ut = 2ax

at = (ax + 2aq)x
qt =

(
−qx + q2 + u

)
x

. (1)

Eqs. (1) were introduced by Szablikowski et al. [13] as the authors constructed a
dispersionful version of the so-called universal Whitham hierarchies by means of moduli
spaces of Riemann surfaces of all genera.

The remainder of this article is organized as follows. In Section 2 we give some
basic theoretical notions related to the bi-Hamiltonian analysis of nonlinear dynamical
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systems. Furthermore, based on the gradient holonomic method [3] and di�erential-
algebraic algorithm [8, 12] we construct the in�nite hierarchy of conservation laws and
�nd the implectic pair of Noetherian operators for Eqs. (1). In Section 3 we �nd three

classes of exact solutions of Eqs. (1) utilizing the
(

G′

G

)
� expansion method [18]. Finally,

in Section 4 we summarize our �ndings and outline prospects for future research.

2. Bi-Hamiltonian structure

Based on [3, 6, 8, 12] let us give some basic theoretical foundation for our further
analysis.

Assume that a generic nonlinear dynamical system is locally written as a partial
di�erential equation (PDE)

ut = K[u], u ∈ M, (2)

where M is an in�nite-dimensional smooth functional manifold, T (M) is the tangent
bundle over M , K : M → T (M) is a Frech�et smooth local functional which, in general,
is represented as K[u] = K(u, ux, uxx, . . . , unx), where unx = ∂nu

∂xn .
De�nition 5. A functional

γ [u] :=

x0+l∫
x0

σ [u] dx ∈ D (M) (3)

is called a conservation law for system (2) if it does not change along the trajectory of

the vector �eld, i.e.
dγ [u]

dt
|K[u] ≡ 0, (4)

where u ∈ M , σ [u] is a local functional, D (M) is a space of Fr�echet smooth functionals

on M .

The standard bilinear form on the domain U = {x ∈ R : x0 ≤ x ≤ x0 + l} is de�ned
as

(a, b) =

∫
U

⟨a, b⟩ dx, (5)

where a, b ∈ C∞
0 (U,Rn). Eq. (5) de�nes the structure of the Hilbert space on the tangent

space T (M) ∼= T ∗ (M).
De�nition 6. The gradient of the conservation law γ [u] ∈ D (M) is de�ned as

grad γ [u] =
δγ [u]

δu
=

(
(σ [u])

′)∗ · 1, (6)

where ”∗” denotes the adjoint operator w.r.t. the standard bilinear form (5).
De�nition 7. Dynamical system (2) is bi-Hamiltonian if it can be represented as

ut = −ϑ gradHϑ = −η gradHη = K [u] , (7)

whereHϑ,Hη are Hamiltonian functionals; ϑ, η : T ∗ (M) → T (M) is the pair of implectic

operators.

To �nd the implectic pair of Noetherian operators for Eq. (2) we apply the di�erential-
algebraic algorithm which consists of the following steps.
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If the conservation law γ [u] can be represented as

γ [u] =

x0+l∫
x0

σ̃[u] dx =

x0+l∫
x0

⟨σ[u], ux⟩ dx, (8)

then the functional σ[u] is used to construct the symplectic operator

θ−1 = σ′ − σ′∗. (9)

Further, if the inverse of θ−1 exists, then θ is the implectic operator.
For a general n-component dynamical system, we have

γ [u] =

x0+l∫
x0

(⟨σ1[u], u1,x⟩+ · · ·+ ⟨σn[u], un,x⟩) dx, (10)

σ′ =


∂σ̄1

∂u1
. . . ∂σ̄1

∂un

...
...

∂σ̄n

∂u1
. . . ∂σ̄n

∂un

 . (11)

Finally, to facilitate our further analysis let us rewrite Eqs. (1) in the following way:

wt =

u
a
q


t

=

 2a
ax + 2aq

−qx + q2 + ux


x

= K [w] = K [u, a, q] , (12)

where K : M → T (M) is a Fr�echet smooth polynomial vector �eld which is de�ned on
the in�nite dimensional functional manifold M = C∞

l

(
R1;R3

)
, R1

+ ∋ l < ∞ is a period,
and t ∈ R1 is the evolution parameter.

2.1. Conservation laws
In order to �nd the in�nite hierarchy of conservation laws for Eq. (12), consider the

asymptotic solution of the linear Lax equation

ϕt +K ′∗ϕ = 0, (13)

where ϕ ∈ T ∗ (M), the prime symbol, � ′�, denotes the Fr�echet derivative of the nonlinear
local functional K [u, a, q], and the asterisk symbol, �∗�, denotes the adjunction w.r.t. the
standard bilinear form (5).

Firstly, from the representation (12) we obtain the explicit formula for the operator
K ′ as follows:

K ′ =

0 2∂ 0
0 ∂2 + 2∂q 2∂a
∂ 0 −∂2 + 2∂q

 . (14)

Hence, the operator K ′∗ : T ∗ (M) → T ∗ (M) has the following form:

K ′∗ =

 0 0 −∂
−2∂ ∂2 − 2q∂ 0
0 −2a∂ −∂2 − 2q∂

 . (15)
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Furthermore, Eq. (13) admits a vector solution of the form

ϕ (x, t;λ) =

 1
b (x, t;λ)
c (x, t;λ)

 exp
[
λx+ ω (λ) t+ ∂−1σ (x;λ)

]
, (16)

where λ ∈ C1 is a parameter, ∂−1 (·) = 1
2

[∫ x

x0
(·) dx−

∫ x0+l

x
(·) dx

]
is the inverse di�er-

entiation operator (i.e. ∂ · ∂−1 = 1), and x0 is an arbitrary �xed point.
In order to �nd the dispersion relation ω (λ) in Eq. (16), we need to solve Eq. (13) at

the point u = 0, a = 0, q = 0, i.e.

ϕt +

 0 0 −∂
−2∂ ∂2 0
0 0 −∂2

ϕ = 0. (17)

Taking into account the representation (16) and solving Eq. (17) we obtain b = λ−1, c =
λ, ω = λ2.

Going back to Eq. (13) and its solution (16), we have that the following asymptotic
expansions as λ → ∞ hold:

b (x, t;λ) ≃
∞∑
j=1

bj [u, a, q]λ
−j ,

c (x, t;λ) ≃
∞∑

j=−1

cj [u, a, q]λ
−j ,

σ (x, t;λ) ≃
∞∑

j=−1

σj [u, a, q]λ
−j .

(18)

Substituting the sought-after solution (16), taking into account relations (18), into
Eq. (13) we obtain the in�nite system of recurrence equations of the form

δj,−2 + ∂−1σj,t − cj,x − cj+1 −
∑
k

cj−kσk = 0, (19)

bj,t +
∑
k

bj−kck,x +
∑
k

bj+1−kck +
∑
k,s

bj−kck−sσs − 2δj,−1 − 2σj+

+ bj,xx + 2bj+1,x + 2
∑
k

bj−k,xσk +
∑
k

bj−kσk,x + 2
∑
k

bj+1−kσk+

+ bj+2 +
∑
k,s

bj−kσk−sσs − 2qbj,x − 2qbj+1 − 2q
∑
k

bj−kσk = 0,

(20)

cj,t +
∑
k

cj−kck,x +
∑
k

cj+1−kck +
∑
k,s

cj−kck−sσs − 2abj,x − 2abj+1+

− 2a
∑
k

bj−kσk − cj,xx − 2cj+1,x − 2
∑
k

cj−k,xσk −
∑
k

cj−kσk,x − cj+2+

− 2
∑
k

cj+1−kσk −
∑
k,s

cj−kσk−sσs − 2qcj,x − 2qcj+1 − 2q
∑
k

cj−kσk = 0.

(21)

In the equations above, j ∈ Z, δ is the Kronecker delta.
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Successively solving Eqs. (19)�(21) we can �nd explicit formulae for local functionals
σ (x, t;λ). In particular, �rst six of them have the following form:

b−1 = 0,

c−1 = 1,

σ−1 = 0;

b0 = 0,

c0 = q,

σ0 = −q;

b1 = 1,

c1 = − 1
2u,

σ1 = − 1
2u;

b2 = q,

c2 = 1
2a− 2qqx + qxx − 3

4ux,

σ2 = − 3
2a+ 2qqx − qxx + 5

4ux;

b3 = −qx + q2 + 1
2u,

c3 = 1
4ax − 1

2aq −
1
8uxx − 1

8u
2,

σ3 = 1
4ax − 1

2aq −
1
8uxx − 1

8u
2;

b4 = 1
2a− 3qqx + qxx + qu+ q3 − 3

4ux,

c4 =− 7
4axq +

7
8axx − 9

4aqx + 1
2aq

2 + 3qxux − 2qqxu+

+ qxxu− 2qxq
3 + 5q2qxx + 10q2xq +

1
2au− 4qqxxx+

− 9qxqxx + q4x − q2ux + 2quxx − 3
4uux − 15

16uxxx,

σ4 = 9
4axq −

9
8axx + 15

4 aqx − 3
2aq

2 − 3qxux + 2qxqu+

− qxxu+ 2qxq
3 − 5qxxq

2 − 10q2xq − 3
2au+ 4qqxxx+

+ 9qxqxx − q4x + q2ux − 2quxx + 5
4uux + 17

16uxxx.

Thus, taking into account representation (16) we conclude that all the functionals

γj = ∂−1
(l) (σj [u, a, q]) =

x0+l∫
x0

σj [u, a, q] dx, j = 0, 1, ... (22)

are conservation laws for the dynamical system (12), and due to the construction process,
they are functionally independent.

Hence, �rst �ve nontrivial conservation laws for Eqs. (12) have the following form:

γ0 =

x0+l∫
x0

q dx; γ1 =

x0+l∫
x0

u dx; γ2 =

x0+l∫
x0

a dx;

γ3 =

x0+l∫
x0

(
4aq + u2

)
dx; γ4 =

x0+l∫
x0

a
(
−qx + q2 + u

)
dx.

(23)

Now let us compute the gradients of the conservation laws (23) which would be useful
further on for the Hamiltonian analysis.

grad γ0 = (0; 0; 1)
ᵀ
;

grad γ1 = (1; 0; 0)
ᵀ
;

grad γ2 = (0; 1; 0)
ᵀ
;

grad γ3 = (2u; 4q; 4a)
ᵀ
;

grad γ4 =
(
a; −qx + q2 + u; ax + 2aq

)ᵀ
.
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2.2. Implectic operators
Having found the in�nite hierarchy of conservation laws for the dynamical system

(12), we can use it in order to �nd the implectic pair of Noetherian operators utilizing
the di�erential-algebraic algorithm.

Choose the Hamiltonian functional

Hϑ = Hϑ [u, a, q] = −γ3 [u, a, q] = −
x0+l∫
x0

(
4aq + u2

)
dx. (24)

Firstly, we �nd the representation of the functional (24) in the form

x0+l∫
x0

(⟨σ̄1 [u, a, q] , ux⟩+ ⟨σ̄2 [u, a, q] , ax⟩+ ⟨σ̄3 [u, a, q] , qx⟩) dx, (25)

i.e.

Hϑ = −
x0+l∫
x0

(
4aq + u2

)
dx = −

x0+l∫
x0

(
u∂−1ux + 2q∂−1ax + 2a∂−1qx

)
dx =

=

x0+l∫
x0

(
⟨∂−1u, ux⟩+ ⟨2∂−1q, ax⟩+ ⟨2∂−1a, qx⟩

)
dx

(26)

Hence, we obtain

σ′ =


∂σ̄1

∂u
∂σ̄1

∂a
∂σ̄1

∂q
∂σ̄2

∂u
∂σ̄2

∂a
∂σ̄2

∂q
∂σ̄3

∂u
∂σ̄3

∂a
∂σ̄3

∂q

 =

∂−1 0 0
0 0 2∂−1

0 2∂−1 0

 , (27)

and

σ′∗ =

−∂−1 0 0
0 0 −2∂−1

0 −2∂−1 0

 . (28)

Thus,

θ−1
1 = σ′ − σ′∗ =

2∂−1 0 0
0 0 4∂−1

0 4∂−1 0

 . (29)

Since the inverse of θ−1
1 exists, we obtain the �rst sought-after implectic operator

η = θ1 =

 1
2∂ 0 0
0 0 1

4∂
0 1

4∂ 0

 . (30)

Furthermore, from the hamiltonicity conditionu
a
q


t

= −η grad Hη (31)
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we can �nd the functional Hη, namely

−

 1
2∂ 0 0
0 0 1

4∂
0 1

4∂ 0




δHη

δu
δHη

δa
δHη

δq

 =

 2ax
(ax + 2aq)x(

−qx + q2 + u
)
x

 , (32)

which yields

δHη

δu
= −4a,

δHη

δa
= −4 (ax + 2aq) ,

δHη

δq
= −4

(
−qx + q2 + u

)
.

(33)

Hence, gradHη = −4 grad γ4 which means that

Hη = −4γ4 = −4

x0+l∫
x0

a
(
−qx + q2 + u

)
dx. (34)

Again, let us represent (34) in the form (25), namely

Hη = −4

x0+l∫
x0

a
(
−qx + q2 + u

)
dx =

= −
x0+l∫
x0

(
4a∂−1ux + 4q2∂−1ax − 4aqx

)
dx =

=

x0+l∫
x0

(
⟨4∂−1a, ux⟩+ ⟨4∂−1

(
q2
)
, ax⟩+ ⟨4a, qx⟩

)
dx.

(35)

Similarly,

σ′ =

0 4∂−1 0
0 0 8∂−1q
0 4 0

 , (36)

σ′∗ =

 0 0 0
−4∂−1 0 4

0 −8q∂−1 0

 , (37)

and

θ−1
2 = σ′ − σ′∗ =

 0 4∂−1 0
4∂−1 0 8∂−1q − 4
0 4 + 8q∂−1 0

 . (38)

Finally, the second sought-after implectic operator ϑ can be obtained from the equality
ϑ = η θ−1

2 η as follows:

ϑ = η θ−1
2 η =

 0 0 1
2∂

0 0 1
4∂

2 + 1
2qx + 1

2q∂
1
2∂

1
2q∂ − 1

4∂
2 0

. (39)
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With the direct computation we make sure that the operators ϑ and η are Noetherian,
i.e. LKϑ = LKη = 0. It can be also shown [12] that the pair (ϑ, η) is compatible.

Thus, we have just proven the following
Theorem 1. Dynamical system (12) is bi-Hamiltonian, i.e. it can be represented as

wt = −ϑ gradHϑ = −η gradHη = K [w] ,

where Hϑ,Hη ∈ D (M) are Hamiltonian functionals given by Eqs. (24), (34), and ϑ, η :
T ∗ (M) → T (M) is the compatible pair of implectic and Noetherian operators given by

Eqs. (39), (30).

3. Exact solutions
In this section, we apply the

(
G′

G

)
� expansion method to �nd some classes of partic-

ular solutions of Eq. (1).
Step 1. Introducing traveling wave variable ξ = x − V t, we reduce the dynamical

system (1) to a system of ODEs for u = u (ξ) , a = a (ξ) and q = q (ξ) :
−V u′ = 2a′

−V a′ = a′′ + 2a′q + 2aq′

−V q′ = −q′′ + 2qq′ + u′
. (40)

At this point, we can integrate all the equations of the system (40) once w.r.t. ξ in order
to simplify our further computations:

C1 − V u− 2a = 0

C2 − V a− a′ − 2aq = 0

C3 − V q + q′ − q2 − u = 0

, (41)

where C1, C2, C3 are all arbitrary integration constants.
Suppose that the solution of Eq. (41) can be expressed in terms of polynomials in(

G′

G

)
as follows: 

u (ξ) =
k∑

i=0

αi

(
G′

G

)i

a (ξ) =
l∑

i=0

βi

(
G′

G

)i

q (ξ) =
m∑
i=0

γi

(
G′

G

)i

, (42)

In order to �nd the degrees k, l and m in Eqs. (42), consider the homogeneous balance
between u and a, a′ and aq, and q′ and q2 in the �rst, the second, and the third equations
of (41), respectively. Hence, we obtain the system of algebraic equations

k = l

l + 1 = l +m

m+ 1 = 2m

, (43)

from which we obtain that m = 1 and k = l = ν � an arbitrary non-negative integer.

Note that the classical
(

G′

G

)
� expansion method does not tackle this kind of peculiarity
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(all the degrees in Eqs. (42) are assumed to be uniquely determinable from Eqs. (43)).
However, we will show further on that in the case of Eq. (40) the solution in the powers

of
(

G′

G

)
is still unique.

Step 2. Considering (42) and (43), we �nd the solution of Eqs. (41) in the following
form: 

u (ξ) =
ν∑

i=0

αi

(
G′

G

)i

a (ξ) =
ν∑

i=0

βi

(
G′

G

)i

q (ξ) = γ0 + γ1

(
G′

G

) , (44)

where the function G = G (ξ) satis�es the second order linear ODE

G′′ + λG′ + µG = 0, (45)

and λ, µ, V, αi, βi

(
i = 0, ν

)
, γj

(
j = 0, 1

)
are all constants to be determined later, αν ̸=

0, βν ̸= 0, γ1 ̸= 0.

Step 3. Substituting (44) into the system (41) and collecting all the terms with the

same power of
(

G′

G

)
together, left-hand sides of equations (41) are converted into other

polynomials in
(

G′

G

)
. Equating each coe�cient of these polynomials to zero yields a set

of simultaneous algebraic equations for λ, µ, V, αi, βi

(
i = 0, ν

)
, γj

(
j = 0, 1

)
.

Now let us prove that the only value of ν for which the above-mentioned system of
algebraic equations has a solution is ν = 2. Indeed, for ν = 0 we get the following set of
simultaneous equations: 

−2β0 + C1 − α0V = 0

−2β0γ0 + C2 − β0V = 0

−2β0γ1 = 0

−α0 − γ1µ− γ2
0 + C3 − γ0V = 0

−γ1λ− 2γ0γ1 + γ1(−V ) = 0

−γ2
1 − γ1 = 0

, (46)

and also restrictions α0 ̸= 0, β0 ̸= 0, γ1 ̸= 0; obviously, the third equation in (46)
contradicts the restrictions, and hence Eqs. (46) have no solution.

Furthermore, for ν = 1 we obtain the following system of algebraic equations:

−2β0 + C1 − α0V = 0

α1(−V )− 2β1 = 0

−2β0γ0 + β1µ+ C2 − β0V = 0

−2β1γ0 − 2β0γ1 + β1λ+ β1(−V ) = 0

β1 − 2β1γ1 = 0

−α0 − γ1µ− γ2
0 + C3 − γ0V = 0

−α1 − γ1λ− 2γ0γ1 − γ1V = 0

−γ2
1 − γ1 = 0

, (47)
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and also restrictions α1 ̸= 0, β1 ̸= 0, γ1 ̸= 0; again, equations β1 − 2β1γ1 = 0 and
−γ2

1 − γ1 = 0 in Eqs. (47) contradict the restrictions, and therefore Eqs. (47) have no
solution.

Now let us show that for the general case ν ≥ 3 the above-mentioned system of
algebraic equations has no solutions, either. Substituting (44) into the third equation in
Eqs. (41), using the identity

(
G′

G

)′

=
G′′G− (G′)

2

G2
=

G′′

G
−
(
G′

G

)2

= −µ− λ

(
G′

G

)
−

(
G′

G

)2

, (48)

we obtain:

C3 − V

[
γ1

(
G′

G

)
+ γ0

]
+ γ1

[
−µ− λ

(
G′

G

)
−
(
G′

G

)2
]
+

−
[
γ1

(
G′

G

)
+ γ0

]2
−

ν∑
i=0

αi

(
G′

G

)i

= 0,

(49)

or

C3 − V

[
γ1

(
G′

G

)
+ γ0

]
+ γ1

[
−µ− λ

(
G′

G

)
−
(
G′

G

)2
]
+

−
[
γ1

(
G′

G

)
+ γ0

]2
−

ν−1∑
i=0

αi

(
G′

G

)i

= αν

(
G′

G

)ν

.

(50)

Since ν ≥ 3, the left-hand side of Eq. (50) contains only the terms with deg
(

G′

G

)
≤

ν − 1, therefore, αν

(
G′

G

)ν

is the only term with deg
(

G′

G

)
= ν which means that the

equation αν = 0 will necessarily be in the above-mentioned system of algebraic equations,
and this contradicts the restriction αν ̸= 0.

Hence, the only candidate value of the degree ν is ν = 2. Indeed, in this case we
obtain the following set of algebraic equations:

−2β0 + C1 − α0V = 0,

α1(−V )− 2β1 = 0,

α2(−V )− 2β2 = 0,

−2β0γ0 + β1µ+ C2 − β0V = 0,

−2β1γ0 − 2β0γ1 + β1λ+ 2β2µ+ β1(−V ) = 0,

−2β1γ1 − 2β2γ0 + 2β2λ+ β1 − β2V = 0,

2β2 − 2β2γ1 = 0,

−α0 − γ1µ− γ2
0 + C3 − γ0V = 0,

−α1 − γ1λ− 2γ0γ1 − γ1V = 0,

−α2 − γ2
1 − γ1 = 0,

(51)
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which, along with the restrictions α2 ≠ 0, β2 ̸= 0, γ1 ̸= 0 yields the solution

α1 = −2λ,

α2 = −2,

β0 = µV,

β1 = λV,

β2 = V,

γ0 = λ−V
2 ,

γ1 = 1,

C1 = V (α0 + 2µ) ,

C2 = 0,

C3 = 1
4

(
4α0 + λ2 + 4µ− V 2

)
,

(52)

where λ, µ, V, α0 are all arbitrary parameters.

Finally, substituting the obtained solution (52) along with the solutions of the second-
order LODE (45) into (44) enables us to write down three classes of traveling wave
solutions of the original Eq. (1) explicitly.

3.1. Hyperbolic function (solitary wave) solutions

If λ2 − 4µ > 0, denoting σ = λ2 − 4µ, we get the family of hyperbolic function
solutions 

u (ξ) = − (A2
1−A2

2)σ

2
(
A1 sinh ξ

√
σ

2 +A2 cosh ξ
√

σ
2

)2 + α0 + 2µ,

a (ξ) =
V σ(A2

1−A2
2)

4
(
A1 sinh ξ

√
σ

2 +A2 cosh ξ
√

σ
2

)2 ,

q (ξ) =

√
σ
(
A2 sinh ξ

√
σ

2 +A1 cosh ξ
√

σ
2

)
2
(
A1 sinh ξ

√
σ

2 +A2 cosh ξ
√

σ
2

) − V
2 ,

(53)

where ξ = x− V t, and A1, A2, α0, V are all arbitrary constants.

Fig. 1. Hyperbolic solutions (53) for A1 = 1, A2 = 2, λ = 2.5, µ = 0.5, α0 = 0, V = −1

As we can see from Fig. 1, Eqs. (53) under certain choice of arbitrary parameters
contain the solitary wave solution of Eq. (1) � localized waves for u and a and kink-like
wave for q.
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3.2. Rational function solutions
If λ2 − 4µ = 0, denoting again σ = λ2 − 4µ, we get the family of rational function

solutions 
u (ξ) =

A2
2

(
α0ξ

2+λ2ξ2

2 −2
)
+A2A1ξ(2α0+λ2)+A2

1

(
α0+

λ2

2

)
(A2ξ+A1)

2 ,

a (ξ) = −V · A2
2(ξ

2σ−4)+2A2A1ξσ+A2
1σ

4(A2ξ+A1)
2 ,

q (ξ) = A2(2−ξV )−A1V
2(A2ξ+A1)

,

(54)

where ξ = x− V t, and A1, A2, α0, V are all arbitrary constants.

Fig. 2. Rational solutions (54) for A1 = 1, A2 = 2, λ = 1, µ = 0.25, α0 = 0, V = −1

3.3. Trigonometric function (periodic) solutions
Finally, if λ2 − 4µ < 0, denoting σ̄ = 4µ − λ2, we get the family of trigonometric

function solutions 

u (ξ) =
−(A2

1+A2
2)σ̄

2
(
A1 sin ξ

√
σ̄

2 +A2 cos ξ
√

σ̄
2

)2 + 2µ+ α0,

a (ξ) =
(A2

1+A2
2)V σ̄

4
(
A1 sin ξ

√
σ̄

2 +A2 cos ξ
√

σ̄
2

)2 ,

q (ξ) =

√
σ̄
(
A1 cos ξ

√
σ̄

2 −A2 sin ξ
√

σ̄
2

)
2
(
A1 sin ξ

√
σ̄

2 +A2 cos ξ
√

σ̄
2

) − V
2 ,

(55)

where ξ = x− V t, and A1, A2, α0, V are all arbitrary constants.
As we can see from Fig. 3, Eqs. (55) correspond to the periodic solution of Eq. (1).
Finally, all the obtained solutions have been veri�ed by putting them back into the

original Eq. (1).

4. Conclusion
For the dispersionful (Burgers' type) nonlinear dynamical system (1) we have con-

structed the in�nite hierarchy of functionally independent conserved densities (integrals
of motion) and found its bi-Hamiltonian representation. Essentially, it means that dy-
namical system (12) is completely integrable (in Liouville sense). However, one might
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Fig. 3. Trigonometric solutions (55) for A1 = 1, A2 = 2, λ = 1, µ = 1, α0 = 0, V = −1

also want to �nd the standard Lax type representation [3] of Eq. (12) which makes it
possible to actually integrate it by means of the inverse scattering transform method.
Apparently, the Lax type representation of Eq. (12) would be an objective of our further
research.

On the other hand, we have found three classes of particular exact solutions of
Eq. (12). It was shown that all these solutions feature a number of arbitrary param-
eters which might be of interest for modeling purposes. Moreover, the obtained solutions
were veri�ed by putting them back into the original Eq. (1).

Finally, we have used Wolfram Mathematica software to implement the
(

G′

G

)
� expan-

sion algorithm and facilitate certain steps of the conservation laws construction process.
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Áiãàìiëüòîíîâi ñèñòåìè âiäiãðàþòü âàæëèâó ðîëü ó âèâ÷åííi ïîâíiñòþ iíòåãðîâíèõ
íåëiíiéíèõ äèíàìi÷íèõ ñèñòåì. Çíàéäåíî áiãàìiëüòîíîâå ïðåäñòàâëåííÿ òà òðè êëàñè
òî÷íèõ ðîçâ'ÿçêiâ äëÿ îäíi¹¨ òðèêîìïîíåíòíî¨ íåëiíiéíî¨ äèíàìi÷íî¨ ñèñòåìè òèïó
Áþðãåðñà, ÿêà ïîñòà¹ â êîíòåêñòi äèñïåðñiéíî¨ âåðñi¨ òàê çâàíî¨ óíiâåðñàëüíî¨ i¹ðàðõi¨
Óiçåìà. Íà ïî÷àòêó íàâåäåíî äåÿêi âàæëèâi îçíà÷åííÿ ç òåîði¨ ïîâíiñòþ iíòåãðîâíèõ
íåëiíiéíèõ äèíàìi÷íèõ ñèñòåì, à ñàìå çàêîíó çáåðåæåííÿ i éîãî ãðàäi¹íòà, à òàêîæ
áiãàìiëüòîíîâîãî ïðåäñòàâëåííÿ ñèñòåìè. Äàëi, äëÿ çãàäàíî¨ äèíàìi÷íî¨ ñèñòåìè,
ïîáóäîâàíî íåñêií÷åííó i¹ðàðõiþ ôóíêöiîíàëüíî íåçàëåæíèõ çàêîíiâ çáåðåæåííÿ çà
äîïîìîãîþ ãðàäi¹íòíî-ãîëîíîìíîãî ìåòîäó. Íà ïiäñòàâi öi¹¨ i¹ðàðõi¨ çíàéäåíî ïàðó
iìïëåêòè÷íèõ íüîòåðîâèõ îïåðàòîðiâ i âiäïîâiäíi ãàìiëüòîíiàíè ç çàñòîñóâàííÿì äè-
ôåðåíöiàëüíî-àëãåáðè÷íîãî àëãîðèòìó. Êðiì òîãî, ïîáóäîâàíî òðè êëàñè òî÷íèõ
ðîçâ'ÿçêiâ ó âèãëÿäi áiæó÷èõ õâèëü, çîêðåìà ïåðiîäè÷íèé òà ó âèãëÿäi óñàìiòíåíî¨
õâèëi, ç âèêîðèñòàííÿì ìåòîäó (G'/G)�ðîçâèíåííÿ. Äîâåäåíî, ùî äëÿ ðîçãëÿäóâàíî¨
äèíàìi÷íî¨ ñèñòåìè ó ìåòîäi (G'/G)�ðîçâèíåííÿ ñòåïåíi ìíîãî÷ëåíiâ âiä (G'/G) íå
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âèçíà÷àþòüñÿ îäíîçíà÷íî ç ñèñòåìè àëãåáðè÷íèõ ðiâíÿíü îäíîðiäíîãî áàëàíñó. Òèì
íå ìåíøå, çà äîïîìîãîþ äåòàëüíiøîãî àíàëiçó çàãàëüíèé âèãëÿä ðîçâ'ÿçêiâ çíàéäåíî
îäíîçíà÷íî. Îòðèìàíi ðåçóëüòàòè ïðîàíàëiçîâàíî, çîêðåìà ïåðåâiðåíî ïðàâèëüíiñòü
àíàëiòè÷íèõ ðîçâ'ÿçêiâ ïðÿìîþ ïiäñòàíîâêîþ â ïî÷àòêîâi ðiâíÿííÿ. Íàðåøòi, ðîçãëÿ-
íóòî ìîæëèâi øëÿõè ïîäàëüøèõ äîñëiäæåíü, çîêðåìà ïîøóê ñòàíäàðòíîãî ïðåäñòàâ-
ëåííÿ òèïó Ëàêñà äëÿ çãàäàíî¨ äèíàìi÷íî¨ ñèñòåìè.

Êëþ÷îâi ñëîâà: íåëiíiéíà äèíàìi÷íà ñèñòåìà, çàêîí çáåðåæåííÿ, iìïëåêòè÷íèé îïåðà-
òîð, ãàìiëüòîíiàí, òî÷íèé ðîçâ'ÿçîê, óñàìiòíåíà õâèëÿ, ãðàäi¹íòíî-ãîëîíîìíèé ìåòîä,
ìåòîä (G'/G)�ðîçâèíåííÿ.


