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The scheduling theory studying, in particular, minimization of the total weighted com-
pletion time, which refers to planning, organizing, and executing complex or multistep
processes of assembling, manufacturing, building, dispatching, computing, etc., possesses
both exact and heuristic approaches to the schedule computation. The computation time
of the exact schedule approach grows immensely when the number of jobs is increased off
just a few jobs (roughly, off 6 to 9, depending also on how jobs are divided into job parts).
Therefore, a lot of heuristics are used to find the approximate schedule but to obtain it much
faster. The heuristics’ approximate schedule is not always executed in the exactly minimal
total weighted completion time, but the loss is commonly not so great. Moreover, when
the number of jobs is of order of hundreds, the scheduling problems become intractable
by any exact schedule approaches, and so the heuristics remain the single way to find a
schedule. Considering the preemptive scheduling problem by subsequent length-equal job
importance growth, there are two ways to input the job release dates and the respective
priority weights. On the one hand, the release dates can be given in ascending order; then
the respective priority weights will be a set of, generally speaking, non-decreasing values.
On the other hand, the release dates can be given in descending order; and then the re-
spective priority weights will be a set of, generally speaking, non-increasing values. Having
estimated the averaged time of obtaining the approximate schedule by both ascending and
descending orders of inputting the job release dates, the heuristic’s job order is revealed to
be very significant. Its significance grows as the number of jobs increases. The influence of
the heuristic’s job order also grows as the number of job parts increases. The descending
job order has the growing advantage for scheduling about 300 jobs and more. In partic-
ular, the descending job order’s advantage in scheduling 100000 jobs divided in two parts
each is almost 42 %. So, for total weighted completion time minimization in the preemp-
tive scheduling problem by subsequent length-equal job importance growth, the job release
dates are to be input in the descending order. However, the heuristic’s job order gain in
scheduling a lesser number of jobs (a few tens and up to 100, 200, 300) remains uncertain
due to considerable fluctuations of the much shorter computation time.
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1. TOTAL WEIGHTED COMPLETION TIME MINIMIZATION

Minimization of the total weighted completion time refers to planning, organizing,
and executing complex or multistep processes of assembling, manufacturing, building,
dispatching, computing, etc., that is studied by the scheduling theory [1, 2]. A number
of jobs, each of which has its own importance valued as a weight, should be scheduled by
respective release dates of the jobs so that the resulting schedule would be executed (or
completed) as fast as possible. Thus, minimizing the total weighted completion time is the
main criterion [2, 3], whether they consider a single machine to process jobs or multiple
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machines. Within a class of single-machine scheduling problems, there is a subclass of
preemptive scheduling problems, wherein a job can be deliberately interrupted in favor
of another job [3].

2. SCHEDULING BY SUBSEQUENT JOB IMPORTANCE GROWTH

When a complex system is designed in multiple steps, where every subsequent step
is executed by greater costs, a schedule for such a system can be obtained by setting
subsequent jobs to greater priority weights. Those are preemptive scheduling problems by
subsequent job importance growth. Scheduling by subsequent job importance growth is
a common task in building (or assembling) hierarchical systems/objects whose build-ups
above the basis are more complicated and expensive (see, e. g., [1, 2, 4, 5]). In particular,
it can be loosely imagined as a cone-shaped body whose apex is at the bottom.

3. APPROACHES TO SCHEDULING

The scheduling problems can be solved exactly by using the Boolean linear program-
ming model [6]. However, the computation time of the exact schedule approach grows
immensely when the number of jobs is increased off just a few jobs (roughly, off 6 to
9, depending also on how jobs are divided into job parts) [1, 2]. Therefore, a lot of
heuristics are used to find the approximate schedule but to obtain it much faster [1, 3, 7].
The heuristics’ approximate schedule is not always executed in the exactly minimal total
weighted completion time, but the loss is commonly not so great [3, 7]. Moreover, when
the number of jobs is of order of hundreds, the scheduling problems become intractable
by any exact schedule approaches, and so the heuristics remain the single way to find a
schedule.

Considering the preemptive scheduling problem by subsequent job importance growth,
there are two ways to input the job release dates and the respective priority weights. On
the one hand, the release dates can be given in ascending order; then the respective prior-
ity weights will be a set of, generally speaking, non-decreasing values (some weights may
be equal). On the other hand, the release dates can be given in descending order; and
then the respective priority weights will be a set of, generally speaking, non-increasing
values.

4. GOAL OF ARTICLE AND STAGES TO ACHIEVE IT

In finding an approximate schedule by an heuristic, the goal is to study whether the
order of inputting the job release dates results in different time of computations. The
significance of the difference, if any, should be shown. For achieving the said goal, the
four stages are to be fulfilled:

1. Considering a single machine to process jobs, to formally state the preemptive
scheduling problem by subsequent job importance growth. The schedule should have no
idle time intervals [2, 3].

2.To state a known heuristic for finding an approximate schedule. The heuristic
should be close to a commonly best approach in approximating preemptive job schedules.

3. To estimate the averaged time of obtaining the approximate schedule by both as-
cending and descending orders of inputting the job release dates. For doing this, a model
of generating the respective scheduling problems will be designed.

4.In finding an approximate schedule by the heuristic, to discuss and conclude on
whether significant the order of inputting the job release dates is.
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If the order really matters, it would be an optimization in using the heuristic for the
subclass of the preemptive scheduling problem by subsequent job importance growth.
The expected magnitude of the computation time difference must be estimated along
with that.

5. THE PREEMPTIVE SCHEDULING BY SUBSEQUENT JOB IMPOR-
TANCE GROWTH
The parameters of the scheduling problem are declared as follows. Let N be a number
of jobs, N € N\ {1}, where job n is divided into H, equal parts (i.e., job n has a
processing period or time H,,), has a release date r,, and a priority weight w,, n =1, N.
So, in general,

H = [H,),, v € NV (1)
is a vector of processing periods,

W =[w,],, vy € N¥ (2)
is a vector of priority weights, and

R = [rn]y, v € NY (3)

is a vector of release dates.

To simplify the research, components of vector of processing periods (1) will be made
identical. This condition does not violate much the generalization. Priority weights
in vector (2) are either non-decreasing for the release dates’ ascending order or non-
increasing for the release dates’ descending order. Formally,

w1 <w; YI=2,N but I, € {Q,N} such that w;, 1 < wy, (4)
for the ascending order, and
wi—y >w, Y1=2,N but 3, € {2,N} such that w;, 1 > wy, (5)

for the descending order.
Another simplification is the release dates’ order. Let

R=[r)uny =[xy (e, rn,=nbyn=1N) (6)
for the ascending order, and
R=[r)yy=IN—-n+1],,y (de,r,=N-n+1by n=1N) (7

for the descending order. Thus, the subsequent job importance grows. This is why the

case
H,=1Yn=1,N (8)

is excluded from consideration, inasmuch as then the scheduling problem would be trivial
(would have a trivial solution).

Considering a single machine to process jobs, the goal is to minimize the total weighted
completion time, i.e. to schedule the jobs so that sum

N
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would be minimal, where job n is completed after moment 6 (n; H,,), which is

0(n; Hy) € {1, T} (10)
by
N
T=> H,. (11)
n=1
The resulting schedule is a set of job tags/numbers S = [s;];, , along the grand total

of job parts (11), where s, € {1, N} for every ¢t = 1, T. The grand total (11) can be
measured in time units as well.

6. THE HEURISTIC
A heuristic known to be close to a commonly best approach in approximating preemp-

tive job schedules is an online scheduling algorithm, which applies the rule of weighted
shortest remaining processing period [3]. Let

Q= [thxN =H= [Hn]lxN (12)

be a starting vector containing the remaining processing periods. Later on, elements of
vector (12) will be decreased as time ¢ progresses. Denote by S = [5¢],,., the whole set of
jobs scheduled by the algorithm, where s, € {ﬁ} for every t = 1, T'. It is a heuristic’s
approximate schedule. A set of available jobs

At)={ie{1,N}: r;<t and ¢; >0} C {1,N} (13)
gives a set of ratios
{“’} , (14)
4i ) icA)
whence the maximal ratio is achieved at subset
Wi

A*(t) =a ax —. 15
(t) rg max (15)

If |A* ()| = 1, where
A" (t)={i"}y c A(t) c {1,N},

then
5, =1i* by qgfbs) =gq;- and ¢ = ql(fbs) -1 (16)
otherwise, if |A* (t)| > 1 , then a set
A™ (t) = arg max w; C A*(t) C A(?) (17)
i*€A*(t)
is found, where
AT (1) = {if"}iL, € A" (1) C A(1) € {T N}, (18)

whence

e b b
5= by ¢ = i and gy = g — 1. (19)

.
3
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Then an approximate total weighted completion time is calculated successively for every
n =1, N using the moments at which each job is completed. If

Somny =1 Vhy =1 H,

in a schedule S = [5¢]157 » then job n is completed after moment 0 (n; Hy,) € {1,T}.
Finally,

p(N) = ané (n; Hy) (20)

is an approximately minimal total weighted completion time that corresponds to the
nearly optimal job schedule S = [5;],, .

7. A MODEL OF GENERATING THE RESPECTIVE SCHEDULING PROB-
LEMS

Obviously, the minimal number of job parts is 2. The minimal number of jobs is 2
also. Besides, let

H,=kVn=1,N by k=2,18 and N = 2,1000. (21)
Priority weights are generated as follows [8]:
wy = (NC+1) Yn=1T,N (22)

by either (4) or (5), where ( is a pseudorandom number drawn from the standard uniform
distribution on the open interval (0; 1), and function ¥ (§) returns the integer part of
number £. Thus, the respective scheduling problem is going to be generated for each
k and N according to (21): the ascending order’s problems are generated by (6) and
(22) by (4); the descending order’s problems are generated by (7) and (22) by (5). Each
problem will be repeated for 100 times to ensure good enough statistical confidence of
the results.

8. AVERAGED TIME OF COMPUTATIONS

Let 745 (k, N) be an averaged time of obtaining the heuristic’s schedule by the ascend-
ing job order for definite £ and N. The averaging is executed over those 100 repetitions.
Denote an averaged time of obtaining the heuristic’s schedule by the descending job order
by Tpes (k, N) likewise. Then

TAs (ka N) — TDes (k; N)

B(k, N) =100- N

(23)

is a percentage of a relative advantage of the descending order, if value (23) is positive,
over the ascending order. Clearly, if value (23) is negative, this is a percentage of a
relative advantage of the ascending order over the descending order.

An ensemble of percentages (23) in 17 preemptive scheduling problems by subsequent
length-equal job importance growth generated according to (21) and (22) is presented
in fig.1. Some obvious computational speed artifacts are indicated with ellipses. In
addition, as it is seen, here are a lot of artifacts for up to 100 jobs. Therefore, the
polylines in fig. 1 are shown in detail for 100 to 1000 jobs in fig. 2 within a range of 14 %.
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Fig. 1. Percentages (23) by k = 2,18 (left to right downward) versus N = 2,1000 with

the horizontal zero level
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Fig. 2. Percentages (23) taken off fig. 1 versus N = 100, 1000 by ignoring the artifacts
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It is also clearly seen that the heuristic’s schedule by the descending job order is
obtained faster starting off scheduling 300 jobs. The relative advantage is about 2 %.
This trend is not expected to decrease by scheduling more than 1000 jobs. Nevertheless,
the ascending job order has an expected advantage by scheduling between 100 and 300
jobs, although this advantage is weaker than that of the descending job order.

The real time (in seconds) of obtaining the heuristic’s schedule by the ascending/des-
cending job order is shown in fig.3 for N € {5-10%, 10%, 10°} by k = 2 (left column)
and for N € {5 - 103, 104, 2- 104} by k = 5 (right column). These graphs totally
confirm the mentioned trend. The advantage of the descending order increases as the
number of jobs increases. This holds as well for the greater number of job parts, al-
though then the advantage is apparently less. In particular, the descending job or-
der’s advantage in scheduling 100000 jobs divided in two parts each is almost 42 %.

052y B(2.5000)=13.1776 .| B(5.5000)=7.703
0.5
048 - t
0.46 1
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B(2.100000) = 41.5959
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Fig. 3. The real time (in seconds) of obtaining the heuristic’s schedule along a series
of 100 repetitions

A single schedule in this case is obtained by no shorter than in two minutes, whereas the
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ascending order approach takes up to three minutes. In scheduling 20000 jobs divided
into five parts each, the descending job order’s advantage is a little greater than that for
10000 jobs divided in two parts, but the expected computation time difference is about
4 seconds (8 times greater).
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BUTI'PAIIT ITIOPAKY 3ABJAHDb 3A OJHIEIO
EBPUCTUKOIO JJII MIHIMI3AIIIL 3ATAJILHOTO
3BAKEHOT'O YACY 3ABEPIIEHHZ{ ¥V 3AJAYI
IINTAHYBAHHZ{ 3 IIEPEMNKAHHAMMNT 31 3POCTAHHAM
SHAYYIIIOCTI HACTVYIIHUX 3ABJIAHBb OJHAKOBOTO
ob’EMY

B. Pomanrok

Biticvkoso-mopevka Axademis [Toavuyi,
eya. Illmidosuua, 69, m. ['dunsa, 81-127, e-mail: romanukevadimv@gmail.com

Teopisi po3kiaxiB, ska BHBYAE, 30KpeMa, MiHiMi3aliio 3arajbHOrO 3BAYKEHOIO €ACY
3aBepIleHHs, [0 HAJIEXXUTH JI0 IJIAaHYBAaHHSI, OpTaHi3allil Ta BUKOHAHHS KOMILJIEKCHUX a00
0araToeTamHUX NOPOIECIB KOMIIOHYBAHHS, BHDOOHUI[TBA, OyAiBHUI[TBA, gucCHeTIepU3alii,
00YUCIeHD TOIIO, BOJOJIE I TOUHUMHU, i €eBPUCTUIHAMH IiAXOJAMH A0 OOYUHUCIEHHS PO3KJIA-
niB.  OOGYMCIIOBATBHUN Yac MiAXOAY 3 TOYHHUM DPO3KJIAJOM HEIMOMIpHO 3pOCTA€, KO
KinbkicTh 3aBaHb 36iNMBmMyIOTH Bij sJmmIe mekisbkox onwHWNG (npuOam3HO Big 6 MO 9,
3aJ7I€XKHO TAKOXK BiJj TOro, sIK 3aBAAaHHsS PO30HUTI HA YAaCTHUHH). TOMYy BHKODHCTOBYIOTD
HU3KY €BPUCTHK JJIsi TOro, o6 3HaiiTu HabyrkeHuil pO3KJag # OTpuMaTH HOro sikomora
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mBuame. Habsmkennit po3KJaj] 3a €BPUCTUKAME HE 33BXKIU BUKOHYETHCS 33 TOUHO MiHi-
MaJIbHUM 3arajbHU 3BaXKEHUI 4aC 3aBepIIeHHs, ajle BTPAaTa 3a3Buvail € HeBeIuKow. Kosn
KiJIBKICTH 3aBIaHb CTAHOBHUTH MOPSIOK COTEHb, 33134l JIAHYBAHHS CTAIOTh HEPO3B’sI3HAMHA
3a OyIb-IKUMH HiIXOJTaMH JO TOYHUX PO3KJIAIIB, i TOMY €BPUCTUKHU 3aJIAIMAOTHCA €IHHAM
criocob60M BU3HAYEHHsI PO3KJIaay. Po3risijgaroun 3aja4y [UIAHYBAHHS 3 [EPEMUKAHHSIME
31 3pOCTAHHAM 3HAYYIIOCTI HACTYNHUX 3aBJaHb OJHAKOBOrO 00’eMy, iCHye JBa NLIAXH
TMOJaHHS MOMEHTIB BiJIyCKy 3aBJaHb i BiAMOBiAHMX Bar mpiopurTeTiB. 3 OJHOrO OOKY,
MOMEHTH BIJIyCKy MOXyTh OyTH TNOJaHi y MOPsAKY 3POCTaHHS; TOAI Biamosimui Barm
npiopuTeTiB OyIyTh MHOXKHHOIO, B3araji KayKy4d#, HeCHaJHUX 3Ha4YeHb. 3 IHIIOTO —
MOMEHTH BiJIIyCKYy MOXKYTb OyTH IOJaHI y HOPsiAKY CIaJaHHS; TOJI BXKe Bifnosimui Barm
npiopuTeTiB 6yAyTh MHOXKHWHOIO, 3arajJlOM HE3pPOCTANYWX 3HA4YeHb. ONiHUBIIE cepejHil
4aC OTpUMaHHs HabJIMXKEHOr0 PO3KJIA/LY 33 3POCTAKYUM i CIAIAI09UM [TOPSIKAMU [TOJAHHS
MOMEHTIB BiIIIyCKY 3aB/JaHb, BUSBJISETHCH, 1[0 IOPSAJAOK 3aBJAHb y BAU3HAYEHIH eBPUCTHUIL
BeJbMH 3HAYyMiA. Voro 3HadyIicTs 3pOCTaE 3a 3pOCTAI0YOT KiIbKOCTI 3aBanb. Bims
MOPSIIKY 3aBJaHb Y BU3HAYEHIN eBPUCTHIl TAKOXK 3POCTAE 3i 3POCTAHHSIM KiJIBKOCTI YaCTHH
3appannasa. Crnagaroounii TOpSJOK 3aBJaHbL MA€ 3pOCTAIUy IEpeBary IpH IUIAHYBAHHI
6sim3pk0 300 3aBgaHb i Oinbire. 30Kkpema, nepesBara CHaJ al0¥u0ro MOPsAKY 3aBIAAaHb MPH
nianyBauHi 100000 3aB1aHb, KOXKHE 3 IKAX PO3JijleHe HA JBi YaCTHHU, CTAHOBUTH Mailke
42 %. Orxe, ajis minimizalii 3araJbHOTO 3BAXKEHOTO YacCy 3aBepIIeHHs y 3a/a4i IJIaHyBaH-
HS 3 IePEeMHUKAHHSMU 31 3DOCTAHHSAM 3HAUYIIOCTI HACTYIHUX 3aBJaHb OJHAKOBOTO 00’eMy
MOMEHTH BiJIIyCKy 3aBjaHb Tpeba I0jaBaTu y Clajardomy uopsiaky. OjHak BUrpalil
NOPsiAKY 3aBJAHb y BU3HAYEHIH eBpucTULi Npn miaHyBaHHI MeHmO! KinbkocTi 3aBganb (Big
JIeKinbKOX jgecatkiB go 100, 200, 300) 3a/7umaeThCsl HEBU3HAYEHUM BHACIIZOK CYTTEBUX

diyKkTyalii 3HaYHO MEHIIIOr0 4acy 004YMCIIeHb.

Karomo8i cao6a: Teopist po3kiagiB, 3arajJbHUI 3BAXKEHUN TaC 3aBEPIICHHS, OJAWH KOMII'I0-
Tep, NEepEeMUKAHHS, eBPUCTHKA, 3POCTAHHS 3HAYYNIOCTI HACTYNHUX 3aBJAaHb OJHAKOBOTO
06’emy, 3pocrarounii/cnasaduil NOPsAAOK 3aBAaHb, 9aC O0YHUCIIEHb, BiJHOCHA IEpeBara,

BUrpANl HOPAAKY 3aBJaHb Y BU3HAUEHil eBpUCTHUI, 0O0IUCIIOBAIbHA IIBUIAKICTE.



